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Chapter 1

Introduction

My research is dedicated to understand the role of information in managing emerging operations problem, particularly in the domains of socially responsible management and service operations.

In the first chapter I study how to combat child labor in global supply chains, specifically investigating how supply chain transparency influences the fight against child labor. There are nearly 200 million children engaged in child labor in the world, many in developing countries that are part of the supply base of global manufacturing networks. I model such a situation: A multinational firm in a developed nation selling the product made by a supplier in a developing country. I analyze the firm’s strategies to control its supplier’s use of child labor, and examine factors that affect the firm’s incentives to use these strategies. I then investigate the potential effects of new legislation – the California Transparency in Supply Chain Act (the Act) – that requires disclosure of corporate efforts to combat child labor. I find that supply chain transparency may backfire and inadvertently induce additional child labor: The Act, by serving as a commitment device, may enable the firm to credibly commit to conducting no internal inspections and hence encourage the supplier to use child labor. I also study several measures which can potentially mitigate such adverse effect (e.g., consumer boycotts, third-party organizations’ support for firms’ inspections) or eliminate it completely (e.g., a zero-tolerance policy).

In the second chapter, I propose a static service differentiation policy for a single-server queueing model of a service system. The policy randomly assigns homogeneous customers different service rates – independent of system state – while keeping the mean service time unchanged. Although conventional wisdom held that such differentiation would increase service time variability and thus
increase waiting time, I show the contrary: Such differentiation may reduce total waiting time because it creates information that enables the implementation of service-rate-based scheduling, which mitigates the increased variance. I provide conditions under which the static service differentiation reduces waiting, and further derive closed-form expressions for the optimal differentiation policy. I also illustrate the policy in the context of quality-based service domains, in which customers value service time but dislike waiting. Numerically I find that providing differentiated service can improve system performance by 5% without the investment in any additional capacity.
Chapter 2

Combating Child Labor: Incentives and Information Transparency in Global Supply Chains

2.1 Introduction

International Labor Organization (ILO) defines child labor as “work that is mentally, physically, socially or morally dangerous and harmful to children; and interferes with their schooling.” In 2012 there were 168 million child laborers worldwide, accounting for around 11% of the entire child population (ILO 2013). According to ILO (ILO 2007), child labor is deemed as a severe human rights violation that should be eliminated:

“All child labour, and especially the worst forms, should be eliminated. It not only undermines the roots of human nature and rights but also threatens future social and economic progress worldwide. Trade, competitiveness and economic efficiency should not be a pretext for this abuse.”

Alarmingly, the decline of child labor has slowed down (ILO 2010). The progress to end child labor is challenged by the prevalence of global outsourcing. Economic research suggests that firms’ global search for cheap labor has boosted the demand for child labor (Iram and Fatima 2008, Acaroglu and Dagdemir 2010). There are numerous examples of products produced by child labor, including cotton from Uzbekistan, cocoa from Ivory Coast, carpets and garments from India and
Pakistan, electronic products and toys from China, and so on (U.S. Department of Labor 2014). Child labor enables local suppliers to keep production costs down, and the surplus from such low costs is then passed on to multinational firms along the global value chain (Fyfe and Jankanish 1997, Locke 2003). Therefore, many multinational firms lack financial motivation to control their local suppliers’ use of child labor.

Even when some firms have incentives to address child labor in their supply chains, they are hindered by the lack of direct control over their suppliers’ use of child labor. Thus, in a decentralized supply chain, firms often adopt two indirect approaches to tackle the issue: internal inspections and contractual relationships (Kolk and van Tulder 2002a). Each approach has its own drawbacks. First, internal inspections on child labor are costly and imperfect. Monitoring of labor conditions requires investigation of production sites, which is often challenging or “virtually impossible” (International Finance Corporation 2002). For example, in carpet production in India, 175,000 looms were estimated to be in the Utta Paradesh carpet belt alone, and most were located in small workshops and even local households. IKEA, one of major retailers of the Indian carpets, concluded that “no one could monitor such a fragmented production process” (Bartlett et al. 2006). Kolk and van Tulder (2002b) also mention the complexity of inspecting suppliers in the garment industry because sourcing networks may involve thousands of factories spread across multiple countries. Second, it is likewise costly for a firm to influence its supplier’s practice through contractual relationships. A firm may deter its supplier from hiring child labor by threatening to terminate the contract, but this may not be effective unless the firm leaves considerable profits to the supplier, which in turn increase the firm’s outsourcing cost. For example, Obeetee, an Indian carpet manufacturer, increased wages significantly as an incentive to loom owners, while informing them (in writing) that if found employing child labor, they would lose their business and be blacklisted from doing any future business with the company (International Finance Corporation 2002). Similarly, Bayer CropScience put 5% of its procurement price as a bonus for crop farmers who did not use child labor (Subramanian 2013).

In light of these challenges, third-party organizations have stepped in. First, to impose pressure

---

1In order to urge Bayer Group to eliminate child labor used in the company’s crop production in India, a group of European NGOs cosigned an open letter in 2003, which states: “In order to prevent your suppliers from using child labor, the prices paid to their products need be high enough so that employment of adults is profitable to the suppliers” (Subramanian 2013).
on global firms, these organizations have developed programs to monitor child labor practices at
local production sites, and launched consumer education campaigns to call for consumer boycott of
products involved with child labor. Due to extensive media reach coupled with advances in informa-
tion technology, firms that sell such products would likely incur a reputation loss in both consumer
and financial markets (Smith 2003). Second, to ameliorate difficulties in internal inspections, non-
governmental organizations started to provide support to firms’ internal monitoring. They have
undertaken a variety of strategies to facilitate firms’ abilities to monitor suppliers’ child labor prac-
tices in a more cost-effective way (U.S. Department of Labor 2000). For example, they encourage
collaborations with industry, employer, and worker organizations (e.g., Child Labor Elimination
Group in the agriculture industry of India, the Atlanta Agreement in the global footwear industry),
set up a data base system to record information gathered from various auditing programs (e.g., the
ILO’s International Program on the Elimination of Child Labor), and consolidate village-located
football production sites into large-scale stitching centers (Lund-Thomsen P. 2008).

Other third-party organizations have advocated legislative measures to promote firms’ efforts
in regulating their suppliers. One recent achievement is the passing of a bill on supply chain
transparency – the California Transparency in Supply Chains Act (Senate Bill 657) (hereinafter
the “Act”). The Act requires manufacturers and retailers in California with annual revenue of $100
million or more to publicly disclose to which degree the firms are engaged in combating forced labor
(including child labor) in their supply chains. In particular, those firms are required to disclose their
inspection policies on whether they have relevant internal auditing on their suppliers. Although
the primary purpose of the Act is to inform consumers of firms’ efforts, their suppliers are also
informed. Therefore, the Act, serving as a commitment device, enables a firm to credibly commit
its inspection policy to its supplier. However, this may have unintended consequences.

To date, there has been little research on evaluating the impact of these initiatives on child
labor in global supply chains. This paper aims to provide insights into how these initiatives affect
firms’ strategies and incentives to control their suppliers’ use of child labor. To this end, we
develop a game theoretic (principal-agent) model based on a two-tier supply chain, in which a

2Prior to the enactment of the Act, it may have been difficult for suppliers to access information related to
inspection policy, or even if suppliers are informed of inspection polices, it would have been difficult for them to
verify its truthfulness and the information disclosed might not have been credible because such disclosures were not
subject to supervision under the Act. In contrast, after the enactment of the Act in California, websites such as
https://www.knowthechain.org/ record the information disclosed by firms.
multinational manufacturer (‘she’) outsources her production to a local supplier (‘he’) through a wholesale-price contract. The supplier has an option to use child labor in place of legitimate labor at a lower cost. However, child labor, if exposed to the public by third party organizations, would incur a goodwill loss to the manufacturer. The manufacturer may carry out costly (but imperfect) internal inspections to monitor her supplier’s child labor practice. When the manufacturer detects a violation, she requires the supplier to take corrective actions by removing child laborers and compensating them. When the supplier’s use of child labor has been missed by the manufacturer’s inspection but is later found by third parties, the manufacturer may terminate the contract with her supplier. The structure of the game is impacted by the enactment of the Act: before the introduction of the Act, the supplier is unable to verify the manufacturer’s inspection strategy. In contrast, after the Act, the supplier is informed of the manufacturer’s inspection strategy before deciding whether to employ child labor, since the Act requires the manufacturer to disclose its inspection strategy truthfully. Therefore, we formulate two sequential games – before or after the Act – and characterize the choice of each party in each game by using subgame-perfect equilibrium.

We summarize our main findings for three major stakeholders.

1. **Global Manufacturers:** A global manufacturer may use three different strategies to control the use of child labor in its supply chain. First, when internal inspections are affordable, the manufacturer is able to reduce the incidence of child labor by undertaking inspections to detect and remove child labor hired by the supplier. Second, when internal inspections are costly, the manufacturer can deter the supplier’s child labor employment by offering a sufficiently high wholesale price, which will guarantee the supplier a high profit margin and thus cause him a high potential loss when he loses a contract with the manufacturer. Third, the manufacturer could simultaneously use internal inspections and a high wholesale price to deter the employment of child labor. This option would be adopted only after the enactment of the Act, because the manufacturer then can credibly commit to undertaking inspections even if she expects no child labor to be employed by the supplier under the high wholesale price.

2. **Third-Party Organizations:** Third-party organizations should be cautious that their support for manufacturers’ inspections may not necessarily reduce child labor. When inspections are costly, global manufacturers faced with high public pressure would choose to combat child labor by offering high wholesale prices, which could incentivize suppliers not to employ child labor in the first place.
However, when inspections become less costly with the support of third-party organizations, these manufacturers may rely entirely on internal inspections (instead of offering high wholesale prices) to reduce the incidence of child labor. This would introduce more child labor being used on average because inspections are imperfect and may not always find child labor employed by suppliers. However, after the Act is introduced, this unintended consequence occurs less often because some manufacturers would adopt the combined strategy of using both internal inspections and high wholesale prices (which is more effective than the strategy of relying entirely on imperfect internal inspections).

3. Policy Makers: Policy makers should understand that the Act, serving as a commitment device, has both pros and cons. As discussed above, supply chain transparency achieved by the Act can help reduce child labor by enabling manufacturers to use the strategy of simultaneously using internal inspections and high wholesale prices. However, the Act may introduce more child labor by inducing some manufacturers to commit to exerting lower inspection effort even when inspection costs are low. Such commitment enables those manufacturers to convince their suppliers that there will be a lower level of inspection, thereby cutting their wholesale prices; whereas, in the absence of the Act, such commitment could not be made credibly. We further find that this adverse effect of the Act could be mitigated by several measures. One counter-intuitive measure is to allow manufacturers themselves to choose the amount of compensation paid to child labor detected during internal inspections. Interestingly, this adverse effect does not occur when firms adopt a zero-tolerance policy (i.e., terminate contracts whenever child labor is found).

2.2 Literature Review

There are three related research streams: (1) economics of child labor, (2) socially responsible supply chain management, and (3) quality management.

(1) Economics of Child Labor Economic research on child labor mainly examines the issue from two aspects: supply and demand of child labor. Research on the supply side analyzes factors that affect parents’ incentives to send their children to work. These factors include agriculture output (e.g., accidental crop loss) by Beegle et al. (2006), crop price under trade liberalization by Edmonds and Pavcnik (2005), and household holding of lands by Basu et al. (2010). On the other
hand, other papers, including ours, focus on the demand side and study how to induce employers to hire less child labor (Basu and Van 1998, Basu and Zarghamee 2009, Davies 2005). Most economic papers implicitly assume that pressure imposed on local employers directly come from concerned consumers and organizations. We instead study the case in which such pressure is transferred from consumers to local employers through global supply chains. This perspective captures the current trend that child labor is increasingly involved in the products procured by multinational firms through global outsourcing, and that end-consumers have influence on multinational firms but less so on local employers of child labor.

(2) Socially Responsible Supply Chain Management This stream of work aims to achieve an overall socially responsible goal through coordinating various supply chain members. Analytical work in this area is emerging, and several papers are parallel to ours. Babich and Tang (2012) study mechanisms for dealing with product adulteration such as deferred payment, inspection or combination of both. Guo et al. (2014) analyze a manufacturer’s outsourcing choice between responsible and risky suppliers when consumers are socially conscious. Chen and Lee (2014) focus on screening responsible suppliers through delayed-payment contracts. Kim (2014) investigates the relationship between a regulator’s inspection activities and a production firm’s voluntary disclosure of self-noncompliance.

Similar to our paper, Plambeck and Taylor (2014) study how a buyer can motivate its supplier to exert more effort to comply with labor and environmental standards. Our paper differs in several aspects, as we focus on the specific context of child labor. First, while much of analysis in Plambeck and Taylor (2014) assumes a fixed wholesale price, as documented in §1, the wholesale price has a significant influence on the incentive of a supplier hiring child labor. Thus, our model considers a global firm which can influence a supplier’s decision on child labor by determining a wholesale price as well as a level of internal inspection. Our analysis hinges crucially on the interplay between these two levers. Second, based on several case studies on child labor policies of global firms, our model considers various penalty schemes for a supplier who employs child labor: corrective action, contract termination, or combination of both. Moreover, a global firm has some influence over the magnitude of the supplier’s potential loss (through endogenous choice of the wholesale price and the compensation paid to a child worker). Different from our penalty schemes, Plambeck and Taylor (2014) consider a penalty scheme in which both firms will earn zero profit if noncompliance is found
from the internal audit, while a supplier incurs a fixed cost if noncompliance is found after passing the audit. Third, motivated by the Act, we examine the impact of supply chain transparency on a global firm’s joint decision on inspection level and wholesale price, and its consequence on child labor. Similar in spirit (albeit not motivated by the Act), Plambeck and Taylor (2014) study the impact of a buyer’s pre-commitment to auditing effort under a fixed wholesale price. Although they state that if the supplier were unable to hide, the ability to pre-commit would cause the buyer to do more auditing, we find that this is not always true when wholesale price is determined endogenously.

(3) Quality Management Although there are some similarities between the control of quality and that of child labor, the two differ in the nature of defection and its difficulty of inspections. Defective products could be detected by manufacturers alone through sampling approaches and inspection technology, and if not, they could often be found later by consumers after they are sold in the market. In contrast, a product made by child labor is not necessarily defective in product functionality, and detection of child labor is more complicated because neither manufacturers nor consumers can learn it from inspecting products. It may also involve a third stakeholder such as non-governmental organizations and the media. Manufacturers may need these organizations’ support, training, and information for their internal inspections, and consumers may well get some information from these organizations. Public policy such as the Act also plays a role in the availability of credible information. Our paper puts special emphasis on studying the roles of third-party organizations and information transparency in the control of child labor, which is absent in most quality control papers.

Our paper is further distinct from most quality papers in studying the joint effects of contract, inspections, and information. Hwang et al. (2006) study how to control suppliers’ product quality through a combination of inspections and contracts, but they do not consider the role of information in inspections. There are some papers that examine the role of information in quality investment under a fixed wholesale price (e.g., observability of information in Hsieh and Liu 2010, information noise in third-party certification in Chen and Deng 2013). Some papers study the joint impact of contract, inspections and information on product quality, but their focus is different from ours. Balachandran and Radhakrishnan (2005) consider the setting in which a product comprises components made by a buyer and a supplier, and examine how the information of the buyer’s quality
effort shapes the design of penalties imposed onto the supplier during internal and external failures. 
Baiman et al. (2000) study the impact of the supplier’s knowledge of the buyer’s inspection effort 
on product quality. They find that when the supplier cannot verify the buyer’s inspection results, 
the buyer may conduct no inspections, but still claim that products are defective and return all 
products. This would undermine the supplier’s incentive to improve quality. Once information 
about the buyer’s inspection effort is known to the supplier, the supplier would make more effort 
to improve quality, and therefore product quality would always be improved. In contrast, in our 
paper, when the supplier cannot verify the buyer’s inspection effort, the buyer may still use inspec-
tions as a non-credible threat to deter the supplier from employing child labor; furthermore, even 
if information about the buyer’s effort is known to the supplier (i.e., after the Act), it may induce 
more child labor, causing inferior product quality in the socially responsible sense (although the 
real product quality may remain the same).

2.3 The Model

We consider a decentralized supply chain in which a risk-neutral manufacturer (‘she’) outsources 
her production to a risk-neutral supplier (‘he’) via a wholesale-price contract. The outsourced 
production quantity is fixed, and is normalized to one. We assume that the supplier needs one unit 
of labor to produce this product. Let \( d \) denote the supplier’s decision: \( d = 1 \) means that the supplier 
employs a child laborer, and \( d = 0 \) means that the supplier employs an adult laborer. For ease of 
exposition, we consider the case where the supplier chooses a pure strategy of either employing a 
child laborer or an adult laborer. In the online supplement, we analyze the case where the supplier 
may choose a mixed strategy as well as the case where the supplier may hire only a portion of 
workforce with child labor; and show that the two cases produce similar equilibrium outcomes and 
the key insights we obtain for a binary \( d \) continue to hold for these cases. We denote by \( s_H \) and \( s_L \) 
the labor cost for the supplier to hire an adult and a child, respectively, where \( s_H > s_L \).\(^3\) Without 
loss of generality, all other production costs are normalized to 0. The product is sold to the market 
at a fixed retail price \( v (> 0) \).

\(^3\)We assume that the productivity of an adult laborer is the same as that of a child laborer. Although one might 
think that the former is higher than the latter, the latter could be higher than the former especially when small hands 
are useful for jobs (e.g., cotton picking and hand-knitting). Our model and analysis can be easily extended to the 
 ease when there is a fixed ratio of productivity between adult and child laborers.
The manufacturer decides the wholesale price $w > 0$ and the amount of effort $\theta \in [0, 1]$ made to inspect the supplier’s employment of child labor. The effort $\theta$ determines the probability that the supplier’s employment of child labor, if it exists, is detected by the manufacturer during the manufacturer’s internal inspections. We thus refer to $\theta$ as the level of “internal” inspections. For tractable analysis, following Hwang et al. (2006) and Babich and Tang (2012), we adopt a binary inspection level: $\theta \in \{\theta_L, \theta_H\}$, where $\theta_H$ ($\theta_L$) denote high (low) inspection level, and $\theta_L$ is set to 0 (i.e., no inspections).\(^4\) The corresponding inspection costs are $I(\theta_H) = I > 0$ and $I(\theta_L = 0) = 0$, respectively. When the supplier’s employment of child labor is discovered by the manufacturer, the supplier is mandated to perform a corrective action by paying the child worker a monetary compensation of $m > 0$ and rehiring an adult to complete production. For simplicity, we assume that the detection occurs at the beginning of production, and that wages are paid at the end of production; thus when a child worker is found, s/he is removed with no wage but the monetary compensation $m$, and the adult worker is rehired at the adult wage $s_H$.\(^5\)

Child labor is also subject to monitoring by third parties (e.g., non-profit organizations such as UNICEF and ILO, or the media). Let $e \in (0, 1)$ denote the probability that the supplier’s use of child labor, if it exists, will be detected through such “external” inspections. If the manufacturer is found to use child labor in the outsourced production of her product, she will suffer from goodwill cost $g > 0$, which includes short-term sales loss and long-term damage in reputation. In this case we assume that the manufacturer will discontinue her contract with the supplier, and the supplier will incur opportunity costs of losing future business.

Before the Act is enacted (i.e., in the pre-Act scenario), the sequence of decisions and events in our model is as follows (see Figure 2.1 for illustration):

(S1) The manufacturer offers a wholesale price $w$ to the supplier. The supplier accepts the contract if he can earn a higher expected profit than his reservation profit (normalized to zero).

(S2) If the supplier accepts the contract, he makes a hiring decision on $d$, and carries out production. Simultaneously, the manufacturer chooses her inspection level $\theta$.

\(^4\)In practice, several companies such as IDEX, Caterpillar, and Danasher state that they do not verify their supply chains or audit suppliers to evaluate risks of human trafficking and slavery (see the online supplement). Similarly, there are a number of companies that have remained silent on the Act (Business & Human Rights Resource Center 2014). One may interpret that these companies commit to no or low-level inspection efforts.

\(^5\)Alternatively, we may assume that a child worker receives $c s_L$ (where $c \in [0, 1]$) before s/he is found. This does not affect our results.
The manufacturer conducts internal inspections with the level $\theta$. If child labor is found, then the supplier is required to pay compensation $m$ to the child worker, and to rehire an adult worker at the cost of $s_H$.

Once the production is over, the manufacturer pays $w$ to the supplier, and sells the product to the market at the retail price $v$.

External inspections are conducted with the level $e$. If the child labor is discovered during these inspections, the manufacturer incurs the goodwill cost $g$, and she terminates her contract with the supplier.

After the Act is enacted (i.e., in the post-Act scenario), the supplier has information about the manufacturer’s internal inspection level before he accepts the contract. Thus the sequence above is revised as follows:

(S1’’) The manufacturer offers a wholesale price $w$ and commits to her inspection level $\theta$. The supplier decides whether to accept the contract or not.

(S2’’) If the supplier accepts the contract, he makes a hiring decision on $d$, and carries out production.

(S3’’)-(S5’’): The same as (S3)-(S5), respectively.

The revised sequence is also illustrated in Figure 2.1 with a different timing for the manufacturer’s inspection decision shown in the dashed text box. Note that even before the Act is enacted, the manufacturer may disclose her inspection level $\theta$, but her inspection level is not credible to the supplier. Thus, the manufacturer cannot commit to $\theta$ in the pre-Act scenario, while she can do so in the post-Act scenario.
The manufacturer’s expected profit $U$ is given as:

$$U(w, \theta, d) = v - w - I(\theta) - egd(1 - \theta), \quad (2.1)$$

where $egd(1 - \theta)$ represents the expected goodwill cost. Recall that the manufacturer incurs the goodwill cost $g$ when: (i) child labor is employed by the supplier (i.e., $d = 1$); (ii) it passes the manufacturer’s internal inspections with probability $(1 - \theta)$; and (iii) it is detected and reported to the public by third parties with probability $e$. A similar assumption is made by Plambeck and Taylor (2014) and Chen and Lee (2014). For ease of exposition, we define $d_E \equiv d(1 - \theta)$ as the expected amount of child labor that is used in outsourced production (and thus can be potentially exposed to the public). In our subsequent analysis, $d_E$ is used as a measure of the severity of the child labor issue.

Let $\Delta(\theta)$ denote the supplier’s expected labor cost saving from hiring child labor when the manufacturer has chosen her internal inspection level $\theta$. Then we can express $\Delta(\theta)$ as:

$$\Delta(\theta) \equiv s_H - \{(1 - \theta)s_L + \theta(s_H + m)\} = (s_H - s_L) - (s_H - s_L + m)\theta. \quad (2.2)$$

Using $\Delta(\theta)$, we can express the supplier’s expected profit $\Pi$ as

$$\Pi(w, \theta, d) = (1 - ed(1 - \theta))(w - s_H + d\Delta(\theta)). \quad (2.3)$$

In (2.3), $w - s_H + d\Delta(\theta)$ represents the supplier’s profit when there is no risk of child labor being detected by third parties. The term $\gamma ed(1 - \theta)(w - s_H + d\Delta(\theta))$ represents the supplier’s expected opportunity cost due to external inspections on the use of child labor, in which $\gamma (> 0)$ is a constant that represents a (discounted) ratio of potential future orders to the current order (of size 1), and $e (1 - \theta)$ represents the probability that the manufacturer will discontinue her contract with the supplier due to child labor discovered during external inspections after passing internal inspections.

The manufacturer chooses her wholesale price $w$ and inspection level $\theta$ to maximize $U(w, \theta, d)$.

---

6The parameter $\gamma$ may also represent a portion of future business cut by the manufacturer due to external inspections on the use of child labor. For example, Samsung cut 30% of its business with a Chinese supplier after evidence of child laborer was found at its factory (BBC 2014).
Then the supplier chooses his child labor employment level \( d \) to maximize \( \Pi(w, \theta, d) \). In the pre-Act scenario the supplier knows only \( w \), whereas he knows both \( w \) and \( \theta \) in the post-Act scenario. We make the following assumptions to rule out some unrealistic or uninteresting cases:

(A1) \( \gamma e \leq 1 \) and (A2) \( \theta_H \leq \frac{s_H - s_L}{s_H - s_L + m} \). Assumption (A1) requires that either the level of external inspections \( e \) or the ratio of potential future orders to the current order \( \gamma \) is sufficiently low. Without (A1), the supplier would incur such a high expected opportunity cost of employing child labor that he would never hire child labor, even when no internal inspection is undertaken (i.e., \( \Pi(w, \theta = \theta_L, d = 1) < 0 \) for any value of \( w \)). Assumption (A2) ensures that the supplier could save his labor cost in expectation by hiring child labor even when the manufacturer has chosen to undertake internal inspections (i.e., \( \Delta(\theta_H) \geq 0 \)). This assumption rules out an uninteresting case in which the manufacturer’s internal inspections can stop the supplier from hiring child labor for any wholesale price \( w \).

Before we proceed to our analysis, we discuss a few issues of our model. First, while we consider a fixed retail price in our base model, in §6.1, we consider the case when the manufacturer commands a higher retailer price when choosing to conduct internal inspections in the post-Act scenario than when choosing no inspections. This represents a situation in which consumers are aware of socially-responsible manufacturers and have higher valuation on the products made by such manufacturers. Second, we assume that the supplier is required to pay compensation \( m \) to child laborers detected during internal inspections. The amount of compensation \( m \) reflects living and education costs which may differ by countries. The provision of such stipends is important so as to avoid children from moving from one workplace to another, and it is often required by industry agreements (e.g., the Atlanta Agreement in the footwear industry and the agreement among Bangladesh Garment Manufacturers and Exporters Association, ILO and UNICEF). However, it is also plausible that a manufacturer has flexibility in choosing the amount of compensation \( m \), so we analyze this case in §6.2. Finally, in §6.3, we consider different penalty schemes of a manufacturer who requires only corrective actions from the supplier (“soft policy”) or always terminates the contract permanently (“zero-tolerance policy”) whenever child labor is found in her supply chain.

In §2.4 and §2.5.1, we derive firms’ equilibrium decisions in the pre-Act and post-Act scenarios, respectively. In §2.5.2, we then compare firms’ equilibrium strategies under these two scenarios to examine the impact of the Act on each party’s strategies. All proofs are presented in Appendix A.
2.4 Equilibrium Analysis in the Pre-Act Scenario

Before the Act is enacted, the manufacturer cannot credibly commit to her decision on \( \theta \). Thus, in a subgame for a given wholesale price \( w \), the manufacturer and the supplier simultaneously determine the inspection level \( \theta \) and the child labor decision \( d \), respectively, anticipating the best response of the other party to his/her decision. Let \((\theta_{\text{pre}}(w), d_{\text{pre}}(w))\) denote the equilibrium in the simultaneous subgame for a given \( w \). Throughout the paper we let the superscript “\( \text{pre} \)" indicate results in the \( \text{pre} \)-Act scenario. Anticipating \((\theta_{\text{pre}}(w), d_{\text{pre}}(w))\), the manufacturer solves the following program at the contract stage (S1) to choose the wholesale price \( w \) that maximizes her expected profit \( U \):

\[
\max_{w} \quad U(w, \theta_{\text{pre}}(w), d_{\text{pre}}(w)) \\
\text{s.t.} \quad \Pi(w, \theta_{\text{pre}}(w), d_{\text{pre}}(w)) = w - s_H + \Delta(\theta_{\text{pre}}(w))d_{\text{pre}}(w) \geq 0 \quad (2.4)
\]

\[
\theta_{\text{pre}}(w) = \arg \max_{\theta \in \{0, \theta_H\}} U(w, \theta, d_{\text{pre}}(w)) = \arg \max_{\theta \in \{0, \theta_H\}} v - w - I(\theta) - e(1 - \theta)gd_{\text{pre}}(w) \quad (2.5)
\]

\[
d_{\text{pre}}(w) = \arg \max_{d \in \{0, 1\}} \Pi(w, \theta_{\text{pre}}(w), d) = \arg \max_{d \in \{0, 1\}} \{1 - \gamma e(1 - \theta_{\text{pre}}(w))d\} \{w - s_H + \Delta \theta_{\text{pre}}(w)d\}. \quad (2.6)
\]

Constraint (2.5) ensures that the supplier earns non-negative expected profits to accept the contract. Constraints (2.6) and (2.7) ensure that the manufacturer’s inspection decision \( \theta_{\text{pre}}(w) \) and the supplier’s employment decision \( d_{\text{pre}}(w) \) are the best response to each other’s equilibrium strategy for any given \( w \). We first find equilibrium \((\theta_{\text{pre}}(w), d_{\text{pre}}(w))\) in a subgame for a given \( w \) from (2.6) and (2.7), and then substitute them into (2.4) and (2.5) to find a subgame-perfect equilibrium \( w_{\text{pre}} \).

### 2.4.1 Equilibrium in a Subgame of a Fixed \( w \) in the Pre-Act Scenario

For any fixed \( w \), we first find the supplier’s best response function \( d_{\text{pre}}(\theta, w) \) to the manufacturer’s decision on \( \theta \), and the manufacturer’s best response function \( \theta_{\text{pre}}(d, w) \) to the supplier’s decision on \( d \). Then we derive equilibrium \((\theta_{\text{pre}}(w), d_{\text{pre}}(w))\) in a subgame that satisfies \( \theta_{\text{pre}}(w) = \theta_{\text{pre}}(d_{\text{pre}}(w), w) \) and \( d_{\text{pre}}(w) = d_{\text{pre}}(\theta_{\text{pre}}(w), w) \).

The supplier determines his best response \( d_{\text{pre}}(\theta, w) \) for any given \((\theta, w)\) by evaluating the
difference in his expected profit between hiring child labor and not, which is given as:

$$\Pi(w, \theta, d = 1) - \Pi(w, \theta, d = 0) = \Delta(\theta) - \gamma e (1 - \theta) (w - s_H + \Delta(\theta)).$$

The supplier faces a trade-off between the expected labor cost saving from hiring child labor, $\Delta(\theta)$, and the potential opportunity cost due to external inspections, $\gamma e (1 - \theta) (w - s_H + \Delta(\theta))$. The supplier will not employ child labor if and only if the potential opportunity cost is no less than the cost saving; i.e., $d^{pre}(\theta, w) = 0$ if and only if $\gamma e (1 - \theta) (w - s_H + \Delta(\theta)) \geq \Delta(\theta)$, which is simplified to $w \geq s_H + \{1/ (\gamma e (1 - \theta)) - 1\} \Delta(\theta)$; otherwise, $d^{pre}(\theta, w) = 1$. This suggests that in order to incentivize the supplier not to hire child labor, the manufacturer should pay the supplier a premium of at least $\{1/ (\gamma e (1 - \theta)) - 1\} \Delta(\theta)$ over the supplier's labor cost $s_H$. Since the premium increases the supplier’s marginal profit, it increases the supplier’s potential opportunity cost of losing the contract when hiring child labor, and thus reduces the supplier’s incentive to hire child labor. Here we assume that the required premium is lower when the manufacturer chooses a high inspection level $\theta_H$; i.e.,

$$\{1/ (\gamma e (1 - \theta_H)) - 1\} \Delta(\theta_H) < \{1/ (\gamma e (1 - \theta_L)) - 1\} \Delta(\theta_L),$$

(2.8)

which holds under (A3): $\theta_H \geq 1 - \frac{m}{(s_H - s_L + m) \gamma e}$. Assumption (A3) ensures that the supplier’s expected profit from hiring child labor is lower when the manufacturer conducts inspections than when no inspections are undertaken. Otherwise the supplier would be more likely to hire child labor when the manufacturer chooses a higher inspection level, but this is unrealistic and thus not considered. Consequently, we obtain the supplier’s best response as follows:

$$d^{pre}(\theta, w) = 1 \forall \theta \in \{\theta_L, \theta_H\} \text{ for } w \in \left[0, s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H)\right];$$

$$d^{pre}(\theta_L, w) = 1 \text{ and } d^{pre}(\theta_H, w) = 0 \text{ for } w \in \left[s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H), s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L)\right];$$

$$d^{pre}(\theta, w) = 0 \forall \theta \in \{\theta_L, \theta_H\} \text{ for } w \in \left[s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L), +\infty\right).$$

(2.9)

From above, we can observe that the manufacturer’s internal inspections reduce the supplier’s child labor employment when the wholesale price is neither too high nor too low (i.e., $s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H)$; without loss of generality, we assume that the supplier, if indifferent between hiring child labor and not, chooses not to hire child labor. This equilibrium is obtained if the manufacturer could simply offer an infinitesimal amount more than $s_H + \{1/ (\gamma e (1 - \theta)) - 1\} \Delta(\theta)$ to induce the supplier not to employ child labor.
\( \Delta(\theta_H) \leq w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \). When the wholesale price is very low (i.e., \( w < s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H) \)), the supplier always employs child labor to lower his labor cost, no matter if the manufacturer conducts inspections or not. Conversely, when the wholesale price is very high (i.e., \( w > s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \)), high expected opportunity costs from contract termination always deter the supplier from hiring child labor.

We next derive the manufacturer’s best response function \( \theta^{\text{pre}}(d, w) \) to the supplier’s decision on \( d \) for any given \( w \). The manufacturer evaluates the difference in her expected profit between choosing \( \theta_H \) and choosing \( \theta_L (= 0) \), which is given as: \( U(w, \theta_H, d) - U(w, \theta_L, d) = d\theta_H g - I \). Thus, for any given \( w \), we obtain the manufacturer’s best response function \( \theta^{\text{pre}}(d, w) \) as follows:

\[
\theta^{\text{pre}}(d = 0, w) = \theta_L; \quad \theta^{\text{pre}}(d = 1, w) = \begin{cases} \theta_H & \text{if } I < e\theta_H g; \\ \theta_L & \text{if } I \geq e\theta_H g. \end{cases}
\] (2.10)

This can be interpreted as follows. Clearly, if the manufacturer knows that the supplier does not hire any child labor, then she will not conduct internal inspections (i.e., \( \theta^{\text{pre}}(d = 0, w) = \theta_L = 0 \)). However, if the manufacturer knows that the supplier has hired child labor, she will conduct internal inspections (i.e., \( \theta^{\text{pre}}(d = 1, w) = \theta_H \)) only when the inspection cost \( I \) is lower than the amount of expected goodwill loss reduced by inspections, \( e\theta_H g \).\(^8\)

By examining \( \theta^{\text{pre}}(\theta, w) \) and \( \theta^{\text{pre}}(d, w) \), we obtain the following fixed point \((\theta^{\text{pre}}(w), d^{\text{pre}}(w))\) that satisfies \( \theta^{\text{pre}}(w) = \theta^{\text{pre}}(d^{\text{pre}}(w), w) \) and \( d^{\text{pre}}(w) = d^{\text{pre}}(\theta^{\text{pre}}(w), w) \):

\[
(\theta^{\text{pre}}(w), d^{\text{pre}}(w)) = \begin{cases} (\theta_L, 1) & \text{if } I \geq e\theta_H g \text{ and } w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L); \\ (\theta_L, 0) & \text{if } w \geq s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L); \\ (\theta_H, 1) & \text{if } I < e\theta_H g \text{ and } w < s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H). \end{cases}
\] (2.11)

\(^8\)Without loss of generality, we assume that the manufacturer, if indifferent between conducting inspections and not, conducts no inspections. This does not affect the subgame-perfect equilibrium presented in Proposition 1 in §4.2 because the manufacturer always prefers to offer a wholesale price that induces \((\theta_L, 1)\) rather than \((\theta_H, 1)\).
2.4.2 Subgame-Perfect Equilibrium in the Pre-Act Scenario

In this section we study the manufacturer’s decision on the wholesale price. The manufacturer determines a wholesale price $w$ that maximizes her expected profit by solving the following program:

$$\max_w U(w, \theta^{pre}(w), d^{pre}(w)); \text{ s.t. } (2.5).$$

(2.12)

The following proposition presents the subgame-perfect equilibrium outcome ($w^{pre}, \theta^{pre}, d^{pre}$):

**Proposition 1** The subgame-perfect equilibrium in the pre-Act scenario is:

$$(w^{pre}, \theta^{pre}, d^{pre}) = \begin{cases} 
(s_H + (1/ (\gamma e) - 1) \Delta (\theta_L), \theta_L, 0) & \text{if } \xi_3^{pre} \leq I < \xi_1^{pre} \text{ or } \{I \geq \xi_1^{pre} \text{ and } g \geq \xi_2^{pre}\}; \\
(s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } I < \min\{\xi_1^{pre}, \xi_3^{pre}\}; \\
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{otherwise,}
\end{cases}$$

(2.13)

where $\xi_1^{pre} \equiv c_H g$, $\xi_2^{pre} \equiv \Delta (\theta_L) / \gamma e^2$, and $\xi_3^{pre} \equiv (1/ (\gamma e) - 1) \Delta (\theta_L) + \Delta (\theta_H) - ge (1 - \theta_H)$.

Proposition 1 presents three possible subgame-perfect equilibrium outcomes. The first outcome in (2.13) indicates that, to incentivize the supplier not to employ child labor (i.e., $d^{pre} = 0$), the manufacturer should adopt no inspections in equilibrium (i.e., $\theta^{pre} = \theta_L$), and offer the supplier the wholesale price $s_H + (1/ (\gamma e) - 1) \Delta (\theta_L)$. This price is higher than his labor cost $s_H$, and as a result the supplier earns positive surplus. As indicated by our analysis in §2.4.1, such a price premium deters the supplier from hiring child labor (so that $d_E = d (1 - \theta) = 0$) by imposing high opportunity costs onto the supplier. In the other two equilibrium outcomes given in (2.13), however, no price premium is paid. In both outcomes, the manufacturer pays the wholesale price that covers only the supplier’s labor cost of child labor (i.e., $w^{pre} = s_H - \Delta (\theta^{pre})$), and thus the supplier cannot but employ child labor (i.e., $d^{pre} = 1$) and obtain zero surplus. Whether or not the manufacturer undertakes internal inspections separates these two outcomes. When the manufacturer conducts inspections with $\theta_H$, the second outcome in (2.13), $(w^{pre}, \theta^{pre}, d^{pre}) = (s_H - \Delta (\theta_H), \theta_H, 1)$, emerges in equilibrium. In this case, the child labor will be replaced with the adult labor with probability $\theta_H$, and thus the average amount of child labor that remains (and can be potentially exposed to the public) becomes $d_E = 1 - \theta_H$. When the manufacturer chooses no inspections with $\theta_L$, the third outcome in (2.13), $(w^{pre}, \theta^{pre}, d^{pre}) = (s_H - \Delta (\theta_L), \theta_L, 1)$, occurs in equilibrium. In this case, only
the child labor is used in production so that $d_E = 1$.

To summarize, in the pre-Act scenario, the manufacturer chooses one of the following three strategies in equilibrium: pay a premium, conduct internal inspections, or do neither of the first two. In the rest of this paper, we refer to these strategies as “premium alone,” “inspection alone,” and “do-nothing” strategies, respectively. Note that $d_E = 0$ under the premium-alone strategy, $d_E = 1 - \theta_H$ under the inspection-alone strategy, and $d_E = 1$ under the do-nothing strategy. This suggests that the premium-alone strategy (resp., the do-nothing strategy) brings about the best (resp., worst) outcome for child labor.

![Equilibrium Outcomes in the Pre-Act Scenario](image)

Figure 2.2: Equilibrium Outcomes in the Pre-Act Scenario. (Note. Solid arrows indicate how threshold lines change with $\gamma$, and dotted arrows indicate how threshold lines change with $e$.)

We next examine the factors that affect the equilibrium strategy. Figure 2.2 illustrates the three strategies divided by threshold lines $\xi_1^{\text{pre}}, \xi_2^{\text{pre}}$, and $\xi_3^{\text{pre}}$, defined in Proposition 1. First, we observe from Figure 2.2 that as the goodwill cost $g$ increases, the manufacturer may change her strategy from do-nothing to premium-alone when the inspection cost $I$ is high, or from do-nothing to inspection-alone and then to premium-alone when $I$ is low. In both cases, as $g$ increases, the expected amount of child labor $d_E$ decreases (see discussion above). This is intuitive: a high goodwill cost incentivizes the manufacturer to combat child labor.

Second, as illustrated in Figure 2.2, as the manufacturer’s inspection cost $I$ decreases, the manufacturer may change her strategy from do-nothing to inspection-alone when the goodwill cost $g$ is low, or from premium-alone to inspection-alone when $g$ is high. While the former impact of $I$ is intuitive, the latter impact of $I$ is less so and merits some explanation. The latter impact
implies that with a lower inspection cost $I$, the manufacturer may conduct internal inspections, while paying no premium to the supplier. This happens because by conducting inspections the manufacturer can lower the risk of exposing child labor, if any, to the public, and hence has less incentive to pay a premium to deter the supplier from hiring child labor. Thus, the price premium and internal inspections are used as strategic substitutes (as opposed to complements) in addressing the child labor issue. Due to this substitutability, as the inspection cost $I$ decreases, the expected amount of child labor $d_E$ may increase because the supplier is induced to hire child labor under the inspection-alone strategy (although he is not under the premium-alone strategy), in spite of the high goodwill cost $g$. This finding implies that third-party organizations’ increased support for internal monitoring may not always be effective and may even weaken the effect of public pressure exerted by these organizations. In the next section, we will see how supply chain transparency can help alleviate this adverse effect.

Third, solid arrows in Figure 2.2 illustrate that as the ratio of future orders to the current order, $\gamma$, increases, the threshold lines $\xi_2^{pre}$ and $\xi_3^{pre}$ move left. This means that when the value of future business is high, the manufacturer prefers the premium-alone strategy. The reason is as follows. With higher $\gamma$, the supplier incurs a larger loss from hiring child labor, leading to a lower price premium $\left(1/\gamma e - 1\right) \Delta \left(\theta_L\right)$ that the manufacturer pays to incentivize the supplier not to employ child labor. In this case, the premium-alone strategy enables the manufacturer to earn higher expected profits, and thus the manufacturer is more likely to use this strategy to combat child labor. This suggests that adding more value into business relations could help a manufacturer address her child labor issue. This finding is consistent with the practice of Nike: after suffering from a 69% fall in its earnings due to its scandal of severe labor rights violation in 1997, Nike instituted a new global value chain named “Future Vision,” under which Nike provided its lead suppliers “an exclusive production relationship with guaranteed minimum monthly orders” (Lim and Phillips 2007).

Finally, dotted arrows in Figure 2.2 illustrate that as the external inspection level $e$ increases, the threshold lines $\xi_2^{pre}$ and $\xi_3^{pre}$ move left as in the solid arrows; and furthermore the threshold line $\xi_1^{pre}$ moves left as well. The former effect is the same as that of increasing $\gamma$, indicating that under a higher external inspection level $e$, the manufacturer is more likely to adopt the premium-alone strategy to combat child labor. This is easy to see from the price premium $\left(1/\left(\gamma e\right) - 1\right) \Delta \left(\theta_L\right)$,
where $\gamma e$ appears in the denominator. The latter effect is unique to $e$, indicating that a higher $e$ can also lead the manufacturer to choose the inspection-alone strategy to combat child labor. This is because under a higher external inspection level, the manufacturer faces a greater risk of losing consumer goodwill when child labor is employed, but internal inspections reduce the chance of child labor being exposed to the public. This result suggests that the increased external inspection level $e$ can help reduce the expected amount of child labor $d_E$ when the goodwill cost $g$ is either low (by reducing the area where the do-nothing strategy is in equilibrium) or high (by expanding the area where the premium-alone strategy is in equilibrium).

2.5 Equilibrium Analysis in the Post-Act Scenario

After the enactment of the Act, the manufacturer is required to publicly disclose her inspection policy, and thus can commit to her inspection level $\theta$. After observing the manufacturer’s decision on $\theta$, the supplier determines his child labor decision on $d$. Throughout the paper we let the superscript “post” indicate results in the post-Act scenario. At the contract stage (S1), the manufacturer solves the following program to choose $(w, \theta)$ that maximizes her expected profit $U$:

$$\max_{w, \theta \in \{0, \theta_H\}} U(w, \theta, d_{\text{post}}(\theta, w))$$

$$\text{s.t. } \Pi(w, \theta, d) = w - s_H + \Delta(\theta) d_{\text{post}}(\theta, w) \geq 0$$

$$d_{\text{post}}(\theta, w) = \arg \max_{d \in \{0, 1\}} \Pi(w, \theta, d) = \arg \max_{d \in \{0, 1\}} \{1 - \gamma e (1 - \theta) d\} \{w - s_H + \Delta(\theta) d\}.$$  

Constraint (2.15) ensures that the supplier earns non-negative expected profits. Constraint (2.16) requires that given the manufacturer’s decisions on $w$ and $\theta$, the supplier chooses $d_{\text{post}}(\theta, w)$ to maximize his expected profit. In §2.5.1 we derive the subgame-perfect equilibrium of this program. In §2.5.2, by comparing the equilibrium in the post-Act scenario with that in the pre-Act scenario obtained in §2.4, we examine the impact of the Act on child labor.

2.5.1 Subgame-Perfect Equilibrium in the Post-Act Scenario

We first find the supplier’s best response function $d_{\text{post}}(\theta, w)$ to the manufacturer’s decision on $(\theta, w)$. Similar to the pre-Act scenario, the supplier determines his best response by comparing
his expected profit when employing child labor with that when combating child labor. Thus the best response is the same as that in the pre-Act scenario; i.e., \( d^{\text{post}}(\theta, w) = d^{\text{pre}}(\theta, w) \) given in (2.9). Next we substitute \( d^{\text{post}}(\theta, w) \) into (2.14) and (2.15), and then determine the manufacturer’s wholesale price \( w^{\text{post}} \) and inspection level \( \theta^{\text{post}} \) by solving the following program:

\[
\max_{w, \theta \in \{0, \theta_H\}} U(w, \theta, d^{\text{post}}(\theta, w)); \text{s.t.} \quad (2.15).
\]

(2.17)

**Proposition 2** The subgame-perfect equilibrium in the post-Act scenario is:

\[
(w^{\text{post}}, \theta^{\text{post}}, d^{\text{post}}) = \begin{cases} 
(s_H + \left(\frac{1}{\gamma e} - 1\right) \Delta(\theta_L), \theta_L, 0) & \text{if } g \geq \xi_2^{\text{post}}, I \geq \xi_3^{\text{post}}, I \geq \xi_5^{\text{post}}; \\
(s_H - \Delta(\theta_H), \theta_H, 1) & \text{if } I \leq \xi_1^{\text{post}}, I \leq \xi_3^{\text{post}}, g \leq \xi_4^{\text{post}}; \\
(s_H - \Delta(\theta_L), \theta_L, 1) & \text{if } I \geq \xi_1^{\text{post}}, g \leq \xi_2^{\text{post}} + I \geq \xi_6^{\text{post}}; \\
(s_H + \left\{\frac{1}{\gamma e(1 - \theta_H)} - 1\right\} \Delta(\theta_H), \theta_H, 0) & \text{if } I \leq \xi_6^{\text{post}}, g \geq \xi_4^{\text{post}}, I \leq \xi_5^{\text{post}}.
\end{cases}
\]

(2.18)

where \( \xi_1^{\text{post}} \equiv \Delta(\theta_H) - \Delta(\theta_L) + \gamma e \theta_H \), \( \xi_2^{\text{post}} \equiv \Delta(\theta_L) / (\gamma e^2) \), \( \xi_3^{\text{post}} \equiv \Delta(\theta_H) + \Delta(\theta_L) / (\gamma e) - \Delta(\theta_L) - \gamma e (1 - \theta_H), \xi_4^{\text{post}} \equiv \Delta(\theta_H) / \{\gamma e^2 (1 - \theta_H)^2\}, \xi_5^{\text{post}} \equiv \Delta(\theta_H) - \Delta(\theta_L) - \Delta(\theta_H) / \{\gamma e (1 - \theta_H)\} + \Delta(\theta_L) / (\gamma e) \), and \( \xi_6^{\text{post}} \equiv \Delta(\theta_H) + \gamma e - \Delta(\theta_H) / \{\gamma e (1 - \theta_H)\} - \Delta(\theta_L) \).

The first three equilibrium outcomes given in (2.18) correspond to the premium-alone, inspection-alone, and do-nothing strategies, respectively. In addition, the fourth equilibrium outcome shows a new “premium & inspection” strategy, under which the manufacturer conducts internal inspections (i.e., \( \theta^{\text{post}} = \theta_H \)) and at the same time pays a price premium (i.e., \( w^{\text{post}} = s_H + \{1 / (\gamma e (1 - \theta_H)) - 1\} \Delta(\theta_H) \)). Under this strategy, no child labor is used as in the premium-alone strategy (i.e., \( d_E = 0 \)). Thus, compared to the inspection-alone strategy which induces child labor employment, the manufacturer does not face the risk of goodwill loss from child labor by paying a price premium to the supplier under the premium & inspection strategy. Moreover, compared to the premium-alone strategy, this strategy pays a lower price premium to the supplier by conducting internal inspections. This reflects the substitutability between the price premium and internal inspections discussed earlier in §2.4.2: the manufacturer substitutes some of the price premium with inspection efforts, thus leaving less surplus to the supplier.
To examine the factors that affect the equilibrium strategy, in Figure 2.3 we illustrate the four equilibrium strategies, which are divided by the threshold lines $\xi_1^{\text{post}}, \xi_2^{\text{post}}, \ldots, \xi_6^{\text{post}}$ defined in Proposition 2. Unlike the pre-Act scenario, the supplier’s penalty of using child labor $m$ (i.e., the amount of compensation the supplier pays to the child worker discovered during internal inspections) plays an important role. Specifically, depending on the value of $m$, three structures of the equilibrium outcome are possible as illustrated in Figure 2.3(a)-(c); see the proof of Proposition 2 in Appendix A for specific conditions on $m$. We can observe from Figure 2.3(a)-(c) that as $m$ increases, the premium & inspection strategy is more likely to be in equilibrium, whereas the inspection-alone strategy is less likely to be in equilibrium, and it is no longer in equilibrium when $m$ is sufficiently large. The reason is as follows. When the manufacturer conducts internal inspections, an increase of the supplier’s penalty $m$ reduces the supplier’s expected labor cost saving from using child labor (i.e., $\Delta (\theta_H)$ in (2.2) decreases with $m$). With the reduced benefit of using child labor, the manufacturer can deter the supplier from hiring child labor by paying a lower price premium (i.e., the price premium $1/ (\gamma e (1 - \theta_H) ) - 1) \Delta (\theta_H)$ decreases with $m$). Therefore, under the premium & inspection strategy, the manufacturer’s expected profit increases with the penalty $m$. In contrast, under the inspection-alone strategy, an increase of $m$ reduces $\Delta (\theta_H)$, which in turn increases the wholesale price $s_H - \Delta (\theta_H)$. This happens because under this strategy the supplier is induced to use child labor, and the manufacturer has to pay a higher wholesale price to compensate a loss in the supplier’s expected labor cost saving from using child labor. Therefore, the manufacturer’s
expected profit decreases with the penalty $m$ under the inspection-alone strategy. As a result, with a higher $m$, this strategy is less likely to be in equilibrium, whereas the premium & inspection strategy is more likely to be in equilibrium. This finding suggests that when the manufacturer can enforce a high penalty onto the supplier from internal inspections, the manufacturer can adopt the premium & inspection strategy and combat child labor more effectively.

It is not difficult to verify from Figures 2.2 and 2.3 that the impacts of $g$, $\gamma$ and $e$ on the expected amount of child labor $d_E$ are the same in both pre-Act and post-Act scenarios. In contrast, the impact of inspection cost $I$ on $d_E$ differs in the post-Act scenario. Recall in the pre-Act scenario that a lower inspection cost $I$ may change the equilibrium strategy from premium-alone to inspection-alone, resulting in more child labor used on average. However, in the post-Act scenario, this is found only in Figure 2.3(a) for a smaller range of goodwill cost $g$ (than that in Figure 2.2), but not in Figure 2.3(b)-(c). This suggests that in the post-Act scenario a lower inspection cost is less likely or even unlikely to result in more child labor and to weaken the effects of public pressure onto the manufacturer. This implies that enforcing supply chain transparency can help alleviate or even eliminate the adverse effect of a reduction in inspection cost. Therefore, if third-party organizations intend to combat child labor by providing support for firms’ inspections but are concerned about the potential adverse effect, then they should consider pushing for more supply chain transparency on firms’ inspection efforts.

Figure 2.4: Comparison of Equilibrium Outcomes between the Pre-Act Scenario in Figure 2.2 and the Post-Act Scenario in Figure 2.3 with: (a) Low $m$, (b) Medium $m$, and (c) High $m$. 
2.5.2 Effects of the Act

In this section we examine the effects of the Act by comparing the equilibrium outcomes in the pre-Act scenario with those in the post-Act scenario. Figure 2.4 which overlaps Figure 2.2 with Figure 2.3 illustrates that there are four areas in which the equilibrium outcomes are different between the two scenarios: \( R(a) \), \( R(b) \), \( R(c) \) and \( R(d) \). Table 2.1 provides precise conditions for each of these four areas.

Table 2.1: The Manufacturer’s Equilibrium Strategy: the Pre-Act Scenario vs. the Post-Act Scenario

<table>
<thead>
<tr>
<th>Area</th>
<th>Equilibrium Outcomes (Pre-Act → Post-Act)</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R(a) )</td>
<td>Inspection Alone → Do-Nothing</td>
<td>( \max \left( \xi_1^{\text{post}}, \xi_6^{\text{post}} \right) \leq I \leq \min \left( \xi_1^{\text{pre}}, \xi_3^{\text{post}} \right) )</td>
</tr>
<tr>
<td>( R(b) )</td>
<td>Premium Alone → Do-Nothing</td>
<td>( \max \left( \xi_3^{\text{post}}, \xi_6^{\text{post}} \right) \leq I \leq \xi_1^{\text{pre}} ) and ( g \leq \xi_2^{\text{post}} )</td>
</tr>
<tr>
<td>( R(c) )</td>
<td>Inspection Alone → Premium &amp; Inspection</td>
<td>( I \leq \min \left( \xi_3^{\text{post}}, \xi_6^{\text{post}} \right) ) and ( g \geq \xi_4^{\text{post}} )</td>
</tr>
<tr>
<td>( R(d) )</td>
<td>Premium Alone → Premium &amp; Inspection</td>
<td>( \xi_3^{\text{post}} \leq I \leq \min \left( \xi_5^{\text{post}}, \xi_6^{\text{post}} \right) )</td>
</tr>
</tbody>
</table>

The comparison of the two scenarios reveals the following effects of the supply chain transparency Act on the manufacturer’s profit, the supplier’s profit, and child labor:

**Proposition 3** The Act will lead to the following results, ceteris paribus:

(a) The supplier’s profit remains the same in \( R(a) \), decreases in \( R(b) \) or \( R(d) \), and increases in \( R(c) \).

(b) The manufacturer’s profit increases in all areas.

(c) The expected amount of child labor \( d_E \) increases in \( R(a) \) or \( R(b) \), decreases in \( R(c) \), and remains the same in \( R(d) \).

Proposition 3(a) indicates that the effect of the Act on the supplier’s profit varies depending on how the Act changes the manufacturer’s equilibrium strategy in each area. When the manufacturer pays no premium in \( R(a) \) before and after the Act, the supplier’s profit remains the same. On the other hand, when the manufacturer eliminates the premium after the Act in \( R(b) \) or \( R(d) \), the Act hurts the supplier’s profit. Finally, when the manufacturer changes her strategy from paying no premium into paying a premium in \( R(c) \), the supplier benefits from the Act.
Contrary to the effect of the Act on the supplier, Proposition 3(b) states that the Act always benefits the manufacturer. This is because the Act provides the manufacturer with the ability to credibly commit to her inspection level at the contract stage (S1) (see Figure 2.1). This can be easily seen by inspecting program (2.4)-(2.7) which includes an additional (incentive) constraint (2.6) with respect to the manufacturer’s inspection level as compared with program (2.14)-(2.16).

Most importantly, Proposition 3(c) suggests that the Act may not necessarily reduce child labor in supply chains. Specifically, Table 2.1 shows that the Act induces the manufacturer to change her equilibrium strategy from the inspection-alone strategy in \( R(a) \) or the premium-alone strategy in \( R(b) \) (both of which combat child labor) to the do-nothing strategy (which takes advantage of low-cost child labor). This change to the do-nothing strategy occurs when the manufacturer faces a low goodwill cost (i.e., \( g \leq \xi_2^{\text{post}} \)) and has a low inspection cost (i.e., \( I \leq I_1^{\text{pre}} \)). Prior to the Act, however, the manufacturer could not adopt the do-nothing strategy in \( R(a) \) or \( R(b) \) because this strategy is not credible to the supplier in the absence of a commitment device. In this case, the supplier believes that the manufacturer would deviate from the do-nothing strategy to the inspection-alone strategy after production starts, because the manufacturer could afford to conduct internal inspections in order to reduce the chance of child labor being exposed to the public and thereby reduce the risk of a goodwill loss.\(^9\)

Proposition 3(c) also shows that the Act indeed reduces the use of child labor in \( R(c) \). In this case, driven by a high goodwill cost and a low inspection cost, the manufacturer has a strong incentive to commit to combating child labor by using both inspection and premium after the Act. However, in the pre-Act scenario, such commitment is not credible because once the supplier accepts the contract and decides not to employ child labor, the manufacturer would recognize that it is unnecessary to conduct inspections even when the inspection cost is low.

The above analysis indicates that the Act may lead to unexpected consequences. The ability of the manufacturer to commit to her inspection policy under the Act not only helps the manufacturer combat child labor through the premium & inspection strategy, but also enables the manufacturer

\(^9\)Prior to the Act, if the manufacturer could afford to conduct internal inspections, one may wonder why she would not commit to the inspection-alone strategy in the first place. This is because if committing to the inspection-alone strategy rather than the do-nothing strategy before production starts, the manufacturer needs to pay a higher wholesale price to recover the supplier’s increased labor cost in expectation. In contrast, by pretending to adopt the do-nothing strategy before production starts but then deviating to the inspection-alone strategy afterwards, the manufacturer can not only pay a low wholesale price, but also reduce the risk of a goodwill loss.
to exploit child labor more effectively by committing to the do-nothing strategy in certain situations. This finding cautions policy makers and third-party organizations that they should pay extra attention to the conditions under which the Act may backfire, and that they should try to minimize such adverse effects before pushing for similar transparency acts or legislations.\footnote{For example, a national bill entitled “the Business Transparency on Trafficking and Slavery Act” (H.R. 2759) was introduced in the House of Representative in 2011.}

In order to alleviate the adverse effects of supply chain transparency, one needs to reduce the manufacturer’s incentive to employ child labor through the do-nothing strategy in the two areas $R(a)$ and $R(b)$. There are several intuitive measures that can help achieve this goal. First, increasing the goodwill cost $g$ by arousing more consumer awareness or calling for more consumer boycotting will be helpful because this will increase the manufacturer’s potential loss from the incidence of child labor. Second, if third-party organizations can help the manufacturer to reduce the inspection cost $I$ by facilitating industry collaboration or improving a monitoring system (see §1), then the manufacturer would be more willing to conduct inspections to combat child labor. One counter-intuitive measure is to have a manufacturer freely choose the supplier’s penalty of employing child labor, which will be discussed in §2.6.2.

### 2.6 Extensions

In §2.6.1 and §2.6.2, we extend our analysis by incorporating two other possible measures of third-party organizations, respectively: one is to educate consumers to pay more for a product sold by a socially-responsible manufacturer, and the other is to allow a manufacturer to endogenously determine the value of compensation paid by the supplier to a child laborer detected during internal inspections instead of enforcing a fixed one based on local living and education costs. In §2.6.3 we consider various penalty schemes for the supplier who employs child labor.

#### 2.6.1 Socially Conscious Consumers

The Act informs consumers (as well as suppliers) of firms’ efforts in combating child labor in their supply chains. As a result, some consumers may have higher valuations on a product sold by a manufacturer who conducts internal inspections, and they may be willing to pay a higher price for such a product. Specifically, after the introduction of the Act, suppose consumers’ valuation...
increases from a fixed value \( v \) to \( v' \equiv v + \delta \theta \), where \( \delta \geq 0 \) represents consumers’ willingness to pay for the manufacturer’s inspection effort level \( \theta \).\(^{11}\)

It is easy to see that this increase of consumers’ valuation creates additional incentives for the manufacturer to conduct inspections. As a result, the areas for the inspection-alone strategy and the premium & inspection strategy expand in Figure 2.3; specifically, we can show that four thresholds \( \xi_1^{\text{post}}, \xi_3^{\text{post}}, \xi_5^{\text{post}} \) and \( \xi_6^{\text{post}} \) are increased by \( \delta \theta_H \). This result has two implications. On one hand, it helps to mitigate the adverse effect of the Act by discouraging the manufacturer from switching from the inspection-alone or premium-alone strategy to the do-nothing strategy (i.e., in Figure 2.4, the total area of \( R(a) \) and \( R(b) \), defined by \( \max(\xi_1^{\text{post}}, \xi_3^{\text{post}}, \xi_6^{\text{post}}) \leq I \leq I^{\text{pre}} \) and \( g \leq \xi_2^{\text{post}} \), shrinks as \( \xi_1^{\text{post}} \) and \( \xi_6^{\text{post}} \) increase). On the other hand, it can inadvertently introduce more child labor by inducing the manufacturer to rely more on imperfect inspections than to pay the price premium that deters the employment of child labor (i.e., in Figure 2.3(a), as \( \xi_3^{\text{post}} \) increases, the area for the inspection-alone strategy expands, whereas the area for the premium-alone strategy shrinks). Nevertheless, this issue would be resolved under a sufficiently high penalty \( m \) (i.e., \( \xi_3^{\text{post}} \) does not exist in Figure 2.3(b)-(c) where \( m \) is sufficiently high). This is because when the manufacturer can enforce a high penalty onto the supplier employing child labor, she is more likely to adopt the premium & inspection strategy rather than the inspection-alone strategy (see our earlier discussion in §2.5.1). Therefore, the Act will be more effective with socially-conscious consumers when the manufacturer can enforce a high penalty on the supplier’s non-compliance.

### 2.6.2 Decision of Compensation in Corrective Actions

In our base model, when a child laborer is found during internal inspections, the supplier is required to pay compensation \( m \) to the child laborer. In this subsection, we consider the case when the manufacturer can choose the amount of \( m \) between low \( m_L \) and high \( m_H \), where \( 0 \leq m_L < m_H \).

We assume that the manufacturer makes this decision when determining inspection level \( \theta \). The choice of \( m \) affects the supplier’s labor cost saving from using child labor \( \Delta(\theta) \) given in (2.2), which is now replaced with \( \Delta(\theta, m) \). Consequently, subgame-perfect equilibria in both pre-Act and post-Act scenarios involve the manufacturer’s decision on \( m \). Below we discuss the main implications of

---

11 For simplicity, as in Krishna and Rajan (2009), we assume that all consumers are willing to pay a higher price for a product sold by a socially-responsible manufacturer. In practice, only a portion of consumers may be socially conscious. This may be modeled by introducing a fixed ratio of socially conscious consumers as in Guo et al. (2014). Our results remain unchanged for this case.
this extension, while presenting details in the online supplement.

In the pre-Act scenario, we show that the manufacturer still chooses one of the three strategies in equilibrium – do-nothing, inspection-alone or premium-alone. When the manufacturer conducts no inspections (i.e., $\theta = \theta_L$) under the do-nothing strategy or the premium-alone strategy, the manufacturer is obviously indifferent between the two values $m_L$ and $m_H$ because without internal inspections there will be no chance that the supplier needs to pay the compensation. When the manufacturer chooses to conduct inspections (i.e., $\theta = \theta_H$) under the inspection-alone strategy, the manufacturer prefers low compensation $m_L$ to $m_H$ because this lowers the supplier’s expected cost of employing child labor. This will allow the manufacturer to pay a lower wholesale price to the supplier, and hence induce some manufacturer to switch from the premium-alone strategy to the inspection-alone strategy (i.e., lower $m$ increases $\xi_{3}^{pre}$ in Figure 2.2). Because inspections are less effective in reducing child labor than the premium approach (see §2.4.2), this change leads to more child labor used in supply chains. Therefore, without supply chain transparency Act, third-party organizations should try to enforce the industry to pay a fixed amount of compensation paid to child laborers found, or at least set a minimum amount based on local living and education costs.

In the post-Act scenario, we find that the manufacturer still chooses low compensation $m_L$ under the inspection-alone strategy (because her expected profit decreases with $m$ under this strategy as discussed in §2.5.1). However, contrary to the pre-Act scenario, this may not necessarily increase the use of child labor because some manufacturer under low external pressure would change from the do-nothing strategy to the inspection-alone strategy (i.e., lower $m$ increases $\xi_{1}^{post}$ in Figure 2.3). In addition, we find that the manufacturer chooses high compensation $m_H$ under the premium & inspection strategy because the manufacturer’s expected profit increases with $m$ under this strategy (see §2.5.1). This will incentivize some manufacturer to switch from the do-nothing strategy to the premium & inspection strategy, and thereby reduce the use of child labor (i.e., higher $m$ increases $\xi_{6}^{post}$ in Figure 2.3). Ultimately, this mitigates the adverse effect of the Act on child labor (i.e., the increase of $\xi_{1}^{post}$ and $\xi_{6}^{post}$ reduces the total area of $R(a)$ and $R(b)$ in Figure 2.4). Therefore, with the Act in place, third-party organizations may allow manufacturers to freely determine the compensation to child workers because such flexibility enables manufacturers to use internal inspections more effectively.
2.6.3 Restricted Penalty Schemes

This subsection considers two other plausible penalty schemes. Under the first scheme, the manufacturer requires the supplier to carry out only corrective actions (without terminating contracts) when child labor is detected during internal or external inspections. This scheme may be used in practice when it is difficult for a manufacturer to find a substitute supplier or when a manufacturer is eager to help fix the root cause of a child labor problem. Under the second scheme, which is sometimes called a “zero-tolerance” policy, the manufacturer terminates contracts with the supplier when child labor is detected during internal inspections as well as during external inspections. Below we discuss main results under each scheme, while providing more details in the online supplement.

Under the penalty scheme that requires only corrective actions, the supplier’s expected cost saving from hiring child labor is revised from (2.2) to: 
\[ \Delta(\theta) = (s_H - s_L)(1 - \theta)(1 - e) - m\{(1 - \theta)e\}. \]
In this case, our analysis shows that the supplier’s decision on child labor is simplified as follows: the supplier employs child labor as long as the supplier can save his labor cost in expectation from hiring child labor (i.e., \( \Delta(\theta) > 0 \)). This is because when child labor is found during internal or external inspections, the supplier will incur only one-time costs of hiring an adult worker and paying compensation to a child worker without losing future profits. Thus, under this scheme, the manufacturer can influence the supplier’s decision only by her decision on internal inspections, but not by the wholesale-price contract.

Under the zero-tolerance penalty scheme, whenever a child laborer is found, the manufacturer will terminate her business with the supplier without offering the supplier a chance to correct its malpractice. Thus, the supplier’s labor cost is \( s_H \) if \( d = 0 \) or \( s_L \) if \( d = 1 \), and consequently his cost saving from using child labor is simply \( \Delta(\theta) = s_H - s_L \) for any \( \theta \in \{\theta_L, \theta_H\} \). We obtain the following results under this scheme. First, as expected, this new scheme has no impact on do-nothing and premium-alone strategies, since the manufacturer does not conduct internal inspections under these strategies. (Recall that this scheme differs from the base scheme in that

\(^{12}\)For example, even after the news about children’s illegal mining is released to the public, Apple continued to source tin from Indonesia because unilateral refusal of any tin from Indonesian mines may not improve the situation (Bilton 2014).

\(^{13}\)For example, Samsung has a zero-tolerance policy on child labor although there was an exception when child workers were found to have used forged identification (BBC 2014). Similarly, Walmart adopts a zero-tolerance policy on subcontracting after tragic Bangladesh factory fire (D’Innocenzio 2013).
the manufacturer terminates contracts, instead of requiring corrective actions, when child labor is found during internal inspections.) Second, under the inspection-alone strategy, the equilibrium wholesale price becomes $s_H - \Delta (\theta_H) = s_H - (s_H - s_L) = s_L$, which is lower than the wholesale price in the base model, while being equal to the wholesale price under the do-nothing strategy. This is because under the new scheme the supplier will not have a chance to replace a child laborer with an adult laborer after internal inspections, so the supplier’s labor cost is the same under both inspection-alone and do-nothing strategies. As a result of this change in the wholesale price, the adverse effect of the Act (that introduces more child labor by inducing the manufacturer to switch from the inspection-alone strategy or the premium-alone strategy to the do-nothing strategy) does not occur under this scheme; i.e., $R(a)$ and $R(b)$ do not exist in Figure 4. This implies that the supply chain transparency Act will help reduce child labor in supply chains under the zero-tolerance policy. Lastly, we find that under the premium & inspection strategy, the wholesale price can be higher or lower than that in the base model. As a result, the new scheme does not have unambiguous effects on the area under which the manufacturer chooses this strategy in equilibrium (i.e., $R(c)$ or $R(d)$ can be larger or smaller than the respective area in the base model).

2.7 Conclusion

This paper studies child labor in a global supply chain. It models a multinational firm in a developed nation selling a product made by a supplier in a developing country where child labor is prevalent. The firm deals with child labor through her supply contract and internal inspections. We analyze the firm’s strategies to mitigate her supplier’s use of child labor, and examine how the firm’s incentives to use these strategies are affected by various measures of third party organizations. These measures include imposing public pressure, providing support towards internal inspections, and most importantly, promoting legislation that enforces supply chain transparency on firms’ inspection efforts.

We find that while imposing public pressure onto global manufacturers can effectively reduce the use of child labor in global supply chains, it may be compromised by other measures that provide support for internal inspections. Fortunately, this may be alleviated by the presence of supply chain transparency. On the other hand, the supply chain transparency Act may inadvertently introduce
more child labor by enabling a manufacturer to credibly commit to undertaking no inspections when public pressure is low. We further find that this adverse effect can be eliminated under a zero-tolerance policy, or at least mitigated by additional measures such as calling for consumers to pay more for products of firms that have disclosed significant inspection efforts or allowing firms to choose the amount of compensation paid to child labor found during internal inspections.
Chapter 3

The Benefit of Introducing Variability in Quality Based Service Domains

3.1 Introduction

In this paper we propose a static service differentiation policy for a single-server queueing system, serving a group of homogeneous customers. Our policy randomly places customers into different service grades with different service rates. Few researches have considered such a policy, because conventional wisdom held that this sort of differentiation would harm system performance by increasing service time variance, which increases waiting time for a First-Come-First-Served single-server queue. (For Poisson arrivals this is a result of the classic P-K formula: \( E[W] = \frac{\lambda E[S^2]}{2(1 - \rho)} \).) However, we show that this conventional wisdom is false: We prove that despite this increased variance, a centralized single-server system can benefit from such a static service differentiation policy that randomly assigns customers different service rates independent of system state.

Our static differentiation policy works as follows: We modify the original identically distributed jobs into stochastically shorter and longer groups with different grades, initially holding the mean service time constant. Such differentiation increases service time variability, and thus increases the mean excess of work in service, lengthening waiting. However, this differentiation also creates service rate information, enabling the implementation of SEPT (shortest expected processing time) scheduling, reducing the expected waiting time for jobs in queue. When correctly implemented, the
contribution of the SEPT rule outweighs the impact of increased variability, and the total expected waiting time decreases. Furthermore, the more grades we introduce, the greater the reduction.

This benefit of reducing waiting time without changing the mean service time can be applied in various service areas. We demonstrate the use of such a differentiation policy in the context of quality-based service domains, in which service quality is directly related to the length of service time, with customers gaining more value from longer service. Typical examples include primary health care, call centers, consulting, education, personal care and repair services (Alizamir et al. 2013, Wang et al. 2010, 2012, Ren and Zhou 2008). When choosing service rates in quality-based settings, the provider faces a speed-quality tradeoff between customers’ service value and waiting cost: reducing the service rate increases service value, but lengthens customer waiting. Our static service differentiation policy can benefit a quality-based system by reducing the total waiting without affecting the total service value (by keeping the mean service time constant).

There are two additional advantages of applying our differentiation policy in quality-based domains. First, in quality-based domains, the mean service time is allowed to vary. So, in addition to possibly reducing waiting time, the service provider could further increase service value by adjusting the aggregate average service time and thus generate still greater improvement. We consider this possibility as well. Second, our analysis shows that with static differentiation, customers who are assigned different service rates will have to wait different amounts of time. It turns out that longer waiting times are assigned to customers with slower service, so those customers who endure longer waiting are compensated with greater service value. From this perspective, the quality-based domain is one in which the static differentiation technique likely can be applied most successfully.

Note that our static differentiation policy is different from dynamic service rate control, which chooses the service rate based on the system state, following the basic idea of speeding up when the system is busy and slowing down when it is not (e.g., George and Harrison 2001). Such policies may be impractical in some settings, due to the effort/cost/time needed to obtain system state information (Heyman 1977, Harchol-Balter et al. 2003, Moreno 2009, Wang, Yang and Pearn 2010). In other settings, consumers may contract for service rates and priorities before they (randomly) arrive at the system. In this case a state-dependent policy cannot be utilized, and a system-independent service rate control policy is again required.

To summarize, our paper makes four primary contributions.
1. We prove that offering non-uniform service rates to homogeneous jobs can reduce average waiting time compared with uniform service, assuming both policies maintain the same aggregate average service time (i.e., the same system load). The superiority of differentiated service holds even in static (state-independent) and classical (service value independent) settings.

2. We provide the structure of the optimal policies for service differentiation into any fixed number of service grades. First for each grade we identify the optimal service rate and the corresponding static allocation probabilities of customers, which minimize the total amount of waiting time when system load is fixed. We find that both vectors — of service rates and allocation probabilities — form geometric sequences, with correlated ratios that depend on the system load. We then derive the optimal system load and the corresponding optimal system performance, which depend on customer characteristics such as marginal service value and marginal waiting cost, but are independent of customers’ arrival rate.

3. We compute the asymptotically optimal system performance as the number of service grades grows, numerically providing a bound on the benefits of service rate differentiation (\(~5\%)\).

4. We numerically explore the sensitivity of the benefit of service rate differentiation with respect to customers’ characteristics such as marginal waiting cost and job size variation. This highlights the settings in which service rate differentiation is most likely to be valuable.

Our paper is organized as follows: In section 2 we review the related literature. In section 3 we introduce our queueing model and our policy of service rate differentiation. Section 4 presents all the analytical results, including the dominance of service rate differentiation, closed-form solutions for the optimal differentiation policies, and the asymptotically optimal system performance. We then perform a numerical sensitivity analysis in section 5, which illustrates the value of service rate differentiation in various settings. We conclude and discuss potential extensions in section 3.6.

3.2 Related Literature

Our work lies at the intersection of service rate control and service differentiation.
Service Rate Control. There is a rich body of research studying the characterization and computation of optimal service rate policies for queueing systems. Most papers aim to minimize waiting and capacity costs by dynamically changing service rates based on system state, beginning with Crabill (1972, 1974), and followed by papers including Stidham and Weber (1989), George and Harrison (2001), Ata and Shneorson (2006), and Adusumilli and Hasenbein (2010). Others aim to find a balance between waiting time and service value which increases with service time, including Hopp et al. (2007), Anand et al. (2011), Kostami and Rajagopalan (2013). All of the above papers adopt either a state-dependent control strategy or a uniform service rate. Our paper uses a totally different static service rate differentiation policy.

Service Differentiation. The common definition of service differentiation refers to distinguishing heterogenous customers and offering corresponding services. Prior literature primarily studied whether and how to assign different types of customers to different service grades. Most papers design policies for a decentralized system to induce strategic consumers to self-select the centralized optimal choices. Examples include Mendelson and Whang (1990), Rao and Petersen (1998) and van Mieghem (2000). None of these papers mentions offering multiple service grades to the same type of customers, as our model does.

Another related research stream focuses on large-scale service systems, where service level differentiation is obtained by server allocation and scheduling. Among them, Gurvich et al. (2008) and Gurvich and Whitt (2010) both enforce service-level constraints for heterogeneous customers. Armony and Mandelbaum (2011), considers homogeneous customers, studying how to match these customers with heterogeneous servers to asymptotically optimize system performance. Armony (2005) shows the benefits of heterogeneity in the many-server heavy-traffic regime: a large-scale service system with heterogeneous servers under the Faster Service First (FSF) policy generates a lower waiting time than a homogenous server system, when both systems have the same total capacity. The intuition is that the FSF policy uses heterogeneous servers more efficiently, which is similar to the intuition behind our result. But we prove the benefits of service time variance through a single server system without the heavy-traffic assumption.

The benefit of high variability is also found in Lin et al. (2011), which shows, again in the heavy traffic regime, under preemptive SRPT (shortest remaining processing time) scheduling, the growth rate of the average waiting time is much smaller if the service time distribution is unbounded.
(compared to bounded job size). Again, our result doesn’t depend on the heavy-traffic assumption.

In conclusion, to our knowledge, there is no prior research applying service grade differentiation with homogeneous customers in a static setting. This is possibly because it was assumed, erroneously, that such differentiation could only be detrimental.

3.3 Our Queueing Model

Classic queueing models typically choose a uniform service rate, or less commonly dynamically adjust service rates according to system state. Our model departs from these by permitting a single server to offer a set of discrete service rates, which correspond to different service grades within a static setting: Each arriving job or request is immediately assigned to a service grade with a corresponding probability, which is completely independent of system state.

In this section we introduce the basic elements of our model. We first explain our method of service rate differentiation, then our service rate allocation policies and job scheduling rules. We lastly describe customers’ characteristics and performance metrics of a specific application of our policy within a quality-based service system.

Service Rate Differentiation. In order to model variable service rates we must first specify the relationship between the distributions of the differentiated (new) services and that of the original (base) service requirement. In some literature related to service time control, the service provider adopts a dynamic policy by which the job in service can be released (deemed complete) at any moment (in some papers subject to a minimum service requirement, e.g. Hopp et al. 2007). Thus in these settings the original distribution of service time is truncated. In other literature different service grades have the same base service distribution, which can be scaled according to differentiated service rates (i.e. by working faster or slower). An example is Debo et al. (2008). We also use this scaling approach for differentiation (but do not restrict ourselves to exponentially distributed service times). Outside of scaling we do not consider altering the original service distribution form.

The arriving jobs’ original processing time is an i.i.d. random variable denoted by $X_o$, with a cumulative density function $F(\cdot)$; we let $\mu_o = 1/E[X_o] \in \mathbb{R}^+$. We consider $1 \leq K \leq \infty$ different service grades, which are indicated by the subscript $k = 1, ..., K$. The service provider determines
the service rates of the $K$ grades, denoted by the vector $\overrightarrow{\mu} = (\mu_1, ..., \mu_k, ..., \mu_K)$. Without loss of generality, we assume that $\mu_1 > ... \mu_k > ... \mu_K$. According to our scaling method, the corresponding service time distribution of jobs in service grade $k$, denoted by $X_k$, satisfies $X_k \sim \frac{\mu_o}{\mu_k} X_o$. Thus the average service time in grade $k$ is $E[X_k] = \frac{\mu_o E[X_o]}{\mu_k} = \frac{1}{\mu_k}$.

We argue that such a scaling method is often very reasonable: A job’s properties, including its processing time distribution, may be inherently determined. In such a situation the service provider is able to accelerate or slow down the service procedure by adjusting its efforts, but cannot change the entire service time distribution.

**Rate Allocation and Job Scheduling Rule.** With the designation of different service grades, the originally homogeneous jobs are artificially divided into different “types” receiving different service rates. In our model, the assignment of arriving jobs to different grades follows a static (time-invariant and system state independent) resource allocation rule: when a job arrives at the system, the server assigns it to the $k$th service grade with probability $p_k$; thus the allocation decision is specified by the $K$-dimensional probability vector $\overrightarrow{p} = (p_1, ..., p_k, ..., p_K)$ where $\sum_{k=1}^{K} p_k = 1$.

The server interacts with tasks based on a static and non-preemptive\(^1\) scheduling rule, denoted by $r$. The scheduling rule $r$ determines the service sequences of different service grades. Within each grade, without loss of generality, we assume FCFS is adopted. We also assume work conservation: Whenever there is a job waiting, the server is working; no unnecessary idling is allowed.

**Jobs.** Homogenous jobs arrive according to a Poisson process with rate $\lambda$. Therefore, the jobs comprising the $k$th service grade also form a Poisson process with an arrival rate $\lambda_k = \lambda p_k$. The arrival rates for the $K$ service grades are represented by the vector $\overrightarrow{\lambda} = \lambda \overrightarrow{p} = (\lambda_1, ..., \lambda_k, ..., \lambda_K)$. Thus the system forms an $M/G/1$ queue with arrival rate $\lambda$ and service time $X$, with distribution:

$$X \sim \begin{cases} X_1 = \frac{\mu_o}{\mu_1} X_o \text{ w.p. } p_1; \\
\vdots \\
X_K = \frac{\mu_o}{\mu_K} X_o \text{ w.p. } p_K. \end{cases} \quad (3.1)$$

where $E[X] = \sum_{k=1}^{K} \frac{\mu_o E[X_o] p_k}{\mu_k} = \sum_{k=1}^{K} \frac{p_k}{\mu_k}$.

\(^1\)Unless otherwise noted, all scheduling rules considered in this paper are non-preemptive. The adoption of a preemptive scheduling rule is discussed as an extension in Section 3.6.2.
**Performance Metrics.** All jobs suffer from waiting time in queue, and within a quality-based domain they may also gain value from their length of service. The gain and the loss are characterized by two functions, respectively: a non-decreasing service value function $G(X(j))$, and a strictly increasing delay cost function $C(W(j))$, where $X(j)$ and $W(j)$ are the service time and waiting time of a generic job $j$. We assume that both $G$ and $C$ are linear; and we consequently define $G(X(j)) = u \cdot X(j)$ and $C(W(j)) = h \cdot W(j)$, where $u \geq 0$ and $h > 0$. Therefore, the corresponding expected values are $E[G(X(j))] = uE[X(j)]$ and $E[C(W(j))] = hE[W(j)]$. We denote by $W_k$ the generic waiting time random variable of a job in grade $k$ and define $w_k := E[W_k]$. Thus $E[G(X_k)] = uE[X_k] = u\mu_k$ and $E[C(W_k)] = hE[W_k] = hw_k$.

**Model.** We define system performance as the net difference between average service value and average waiting cost per unit time, i.e.,

$$V = \lambda \left( \sum_{k=1}^{K} p_k E[G(X_k)] - \sum_{k=1}^{K} p_k E[C(W_k)] \right).$$

Based on our linearity assumptions, the system performance can be represented as:

$$V(\vec{\mu}, \vec{p}, r) = \lambda (u \sum_{k=1}^{K} p_k \mu_k - h \sum_{k=1}^{K} p_kw_k(\vec{\mu}, \vec{p}, r)). \tag{3.2}$$

The server aims to maximize system performance by choosing service strategies consisting of a service rate vector $\vec{\mu} = (\mu_1, ..., \mu_k, ..., \mu_K)$, a grade allocation vector $\vec{p} = (p_1, ..., p_k, ..., p_K)$ and a scheduling rule, $r$. The average waiting time $w_k$ is determined by $\vec{\mu}$, $\vec{p}$ and $r$, so we rewrite $w_k$ as $w_k = w_k(\vec{\mu}, \vec{p}, r)$. Also note that the service strategy affects the service value—the first term in (3.2)—only through the aggregate average service time $E[X] = \sum_{k=1}^{K} p_k \mu_k$.

### 3.4 Analytical Results

In this section we specify the optimal service strategies for our model. First, in section 4.1, we derive the optimal scheduling rule, which plays a decisive role in the characterization of the average waiting time. Although we have exogenously defined a service rate differentiation model, the advisability of offering multiple service rates has not yet been demonstrated. Hence, in section 4.2, we prove the benefits of service differentiation by showing how the average waiting in a system may decrease with the number of service grades $K$ increasing while keeping the aggregate average service time

---

2Nonlinear service value and waiting cost functions are discussed as an extension in Section 3.6.2.
constant. In section 4.3, for a given number of service grades \( K \), we first derive the optimal service rates and service allocation probabilities that minimize the average waiting for a given system load. We then solve for the optimal system load as well as the optimal system performance. Finally in section 4.4, we give the asymptotic performance as \( K \) goes to infinity.

For convenience, we define a service policy with only one service grade \( K = 1 \) as pure service; we define mixed service \( K > 1 \) as a policy offering more than one service grade. We will demonstrate the benefits of service rate differentiation by comparing mixed service with pure service.

### 3.4.1 Optimal Scheduling Rule

As in our system jobs are artificially differentiated into multiple grades, a scheduling rule can either make use of the grade information (grade-based policies) or not (non-grade-based policies). Before we derive the optimal scheduling rule — which will be proved to be grade-based — for comparison purposes we first show the optimal service rates and allocation probabilities under any non-grade-based scheduling rule. We will find that these two types of scheduling rules — grade-based and non-grade-based — produce completely opposite results about the optimal service policies. All proofs not included in the text are provided in the appendix.

**Proposition 4** Under any non-grade-based scheduling rule, the optimal service strategy is always pure service.

Proposition 4 confirms the general intuition that service time variation degrades system performance. However, later we will show that the optimal scheduling rule is grade-based, under which mixed service becomes superior to pure service.

Our maximization problem contains three groups of decision variables: the service rate vector \( \vec{\mu} = (\mu_1, ..., \mu_k, ..., \mu_K) \), the service allocation rule \( \vec{p} = (p_1, ..., p_k, ..., p_K) \) and the scheduling rule \( r \):

\[
\max_{\vec{\mu}, \vec{p}, r} V = \lambda \left( \sum_{k=1}^{K} p_k/\mu_k - \bar{h} \sum_{k=1}^{K} p_k w_k(\vec{\mu}, \vec{p}, r) \right),
\]  

where the first term in the parentheses represents the expected service value and the second term represents the expected delay cost.
From (3.3) we can observe that the scheduling rule $r$ affects the system performance only through the delay cost. Thus the maximization problem can be solved in two steps:

$$\max_{\vec{\mu}, \vec{p}} V = \lambda \left( \sum_{k=1}^{K} p_k \mu_k - \min_{r[\vec{\mu}, \vec{p}]} h \sum_{k=1}^{K} p_k w_k (\vec{\mu}, \vec{p}, r) \right).$$

Hence the optimal scheduling rule should minimize the aggregate average waiting time of all $K$ service grades with given service rates $\vec{\mu}$ and grade allocation probabilities $\vec{p}$. Such a rule is trivial to find as research about this topic is quite complete (Wolff 1989, Chapter 5):\(^3\)

**Lemma 1** The optimal scheduling rule $r^*$ is Shortest Expected Processing Time (SEPT) First, which minimizes the total waiting time, as well as the total delay cost in model (3.3).

Under the SEPT scheduling rule, scheduling priority decreases with the grade’s mean service time, or, increases with the grade’s service rate. Based on our assumption that $\mu_1 > \ldots > \mu_k > \ldots > \mu_K$, SEPT requires the server always to choose jobs in grade 1 first, grade 2 second, ..., and finally grade $K$. Under such a rule, an arriving job will either receive service with a lower service value (a higher service rate) but a shorter waiting time, or wait longer for higher-quality service. Such a priority scheduling rule could easily be adopted in systems in which customers have no expectation of receiving service according to a FCFS rule, or when customers cannot observe the true service sequence. This is true in all online or telephone transactions, and also in many live transactions, such as auto repair shops, in which few customers will watch the whole repair processes.

### 3.4.2 The Dominance of Mixed Service

Before we derive the optimal service rates and service allocation rule, we need to validate the benefits of service grade differentiation, i.e., the dominance of mixed service over pure service. In this section we will use induction to show how the system performance may increase with the number of service grades $K$ by showing how the average waiting time may decrease with $K$ increasing while the aggregate average service time is held constant.

\(^3\)In Wolff (1989) the optimal rule is the $c\mu$-rule, under which the priority increases with the product of the delay cost rate $c$ and the service rate $\mu$. As in our model all grades have the same marginal delay cost, i.e. the same $c$ ($h$ in this paper), the $c\mu$ rule reduces to the SEPT rule under which the priority depends on the service rates $\mu$ only.
First, we derive the characterization of waiting time under the SEPT priority scheduling rule; the average waiting time in the \( k \)th service grade is (Harchol-Balter 2013, Chapter 33):

\[
w_k = \frac{\lambda E[X^2]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)},
\]

where \( E[X^2] \) denotes the second moment of the random service time \( X \), and \( \rho_i = \lambda p_i / \mu_i \) stands for the load of the \( i \)th service grade. For our model, as \( X \) is defined in (3.1), we have \( E[X^2] = \mu_o^2 E[X_o^2] \sum_{k=1}^{K} p_k / \mu_k^2 \). Hence the average waiting time of the \( k \)th service grade is:

\[
w_k(p, \mu^*, \rho^*) = \frac{\lambda \mu_o^2 E[X_o^2]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} \right). \tag{3.4}
\]

To prove the dominance of mixed service, we start by showing that at least the simplest kind of mixed service (i.e. \( K = 2 \)) is superior to pure service. The result is summarized in Proposition 2:

**Proposition 5** Under the optimal priority scheduling rule, for any given arrival rate \( \lambda \), a mixed service policy having two service grades with service rates \( \mu_1 \) and \( \mu_2 \) and corresponding job allocation probabilities \( p_1 \) and \( p_2 \), has the same aggregate average service time but generates a shorter waiting time than pure service with service rate \( \mu_o \), if and only if

\[
\frac{\mu_2}{\mu_1} > 1 - \rho,
\]

where \( \mu_1 > \mu_2 \), \( p_1 + p_2 = 1 \), \( \frac{p_1}{\mu_1} + \frac{p_2}{\mu_2} = \frac{1}{\mu_o} \) and \( \rho = \frac{\lambda}{\mu_o} \).

**Proof.** Proof: Since the mixed service policy has the same expected service time as the pure service policy with service rate \( \mu_o \), we have

\[
\frac{p_1}{\mu_1} + \frac{p_2}{\mu_2} = \frac{1}{\mu_o}, \tag{3.6}
\]

and both mixed and pure service policies have the same system load as \( \rho = \lambda / \mu_o \).

Next we compute the average waiting time for pure service, and then for mixed service. Finally we prove the dominance of mixed service by backward deductions from condition (3.5).
For pure service \((K = 1)\) with service rate \(\mu_o\), there is no scaling of the original processing time. Thus the service time random variable of pure service \(X(1)\) satisfies \(X(1) = X_o\), \(E[X^2(1)] = E[X^2_o]\), and the load \(\rho(1) = \rho\). Based on (3.4) we have the average waiting time of pure service:

\[
E[w]_{(1)} = \frac{\lambda E[X^2(1)]}{2(1 - \rho(1))} = \frac{\lambda E[X^2_o]}{2(1 - \rho)}.
\] (3.7)

For a two-grade mixed service, the corresponding service time random variable \(X(2)\) satisfies:

\[
X(2) = \begin{cases} 
\frac{\mu_2}{\mu_1} X_o & \text{w.p. } p_1; \\
\frac{\mu_2}{\mu_2} X_o & \text{w.p. } p_2.
\end{cases}
\]

Thus

\[
E[X^2(2)] = \mu_o^2 E[X^2_o]\left(\frac{p_1}{\mu_1^2} + \frac{p_2}{\mu_2^2}\right).
\]

As grade 1 is always served before grade 2:

\[
E[w_1] = \frac{\lambda E[X^2(2)]}{2(1 - \rho_1)},
\]

\[
E[w_2] = \frac{\lambda E[X^2(2)]}{2(1 - \rho_1)(1 - \rho_1 - \rho_2)},
\]

which, together with \(\rho_1 = \frac{p_1 \lambda}{\mu_1}, \rho_2 = \frac{p_2 \lambda}{\mu_2}\) and \(\rho = \rho_1 + \rho_2\), suggest that the total average waiting time of the two-grade mixed service satisfies:

\[
E[w]_{(2)} = \frac{\lambda \mu_o^2 E[X^2_o]}{2(1 - \rho_1)} \left(\frac{p_1}{\mu_1^2} + \frac{p_2}{\mu_2^2}\right) \frac{1 - \rho_1 \rho}{1 - \rho}.
\] (3.8)

We can compute \(\frac{E[w]_{(2)}}{E[w]_{(1)}}\) based on (3.7) and (3.8):

\[
\frac{E[w]_{(2)}}{E[w]_{(1)}} = \left(\frac{p_1}{\mu_1^2} + \frac{p_2}{\mu_2^2}\right) \frac{\mu_o^2}{1 - \rho_1} (1 - \rho_1 \rho).
\] (3.9)
Now we use condition (3.5) to show it implies (3.9) < 1:

\[
\frac{\mu_2}{\mu_1} > 1 - \rho \iff \frac{\rho}{\mu_2} + \frac{1}{\mu_1} - \frac{1}{\mu_2} > 0. 
\] (3.10)

Multiplying (3.10) with \(p_1p_2 > 0\) and \(\frac{1}{\mu_1} - \frac{1}{\mu_2} < 0\), it becomes:

\[
\frac{\mu_2}{\mu_1} > 1 - \rho \iff p_1p_2 \frac{\rho}{\mu_2} (\frac{1}{\mu_1} - \frac{1}{\mu_2}) + p_1p_2 (\frac{1}{\mu_1} - \frac{1}{\mu_2})^2 < 0
\]

\[
\iff p_1 \rho (\frac{1}{\mu_2} \frac{p_2}{\mu_1} - \frac{p_2}{\mu_2}) + p_1p_2 (\frac{1}{\mu_1} - \frac{1}{\mu_2})^2 < 0.
\]

Based on (3.6), we substitute \(\frac{p_2}{\mu_2}\) with \(\frac{1}{\mu_o} - \frac{p_1}{\mu_1}\) into the above inequality:

\[
\iff p_1 \rho (\frac{1}{\mu_o} - \frac{p_1}{\mu_1} - \frac{p_2}{\mu_2}) + p_1p_2 (\frac{1}{\mu_1} - \frac{1}{\mu_2})^2 < 0
\]

\[
\iff p_1 \rho (\frac{1}{p_1} \frac{1}{\mu_2} + \frac{p_2}{\mu_2} + p_1p_2 (\frac{1}{\mu_1} - \frac{1}{\mu_2})^2 < 0) (3.11)
\]

As we have:

\[
p_1 \rho \frac{1}{\mu_o \mu_1} = p_1 \frac{\lambda}{\mu_o \mu_1} = p_1 \frac{1}{\mu_o^2}
\]

and

\[
p_1p_2 (\frac{1}{\mu_1} - \frac{1}{\mu_2})^2 = (\frac{p_1}{\mu_1} + \frac{p_2}{\mu_2}) - \frac{1}{\mu_o^2},
\]

we can replace the above two equalities into (3.11):

\[
(3.11) \iff p_1 \frac{1}{\mu_o^2} - p_1 \rho (\frac{1}{\mu_1} + \frac{p_2}{\mu_2}) + (\frac{p_1}{\mu_1} + \frac{p_2}{\mu_2}) - \frac{1}{\mu_o^2} < 0
\]

\[
\iff (\frac{p_1}{\mu_1} + \frac{p_2}{\mu_2})(1 - \rho) \frac{\mu_o^2}{1 - \rho_1} < 1.
\]

Comparing the above inequality with (3.9), finally we show that:

\[
(3.5) \iff \frac{E[w](2)}{E[w](1)} < 1
\]
Note that condition (3.5) can always be satisfied for any $\rho \in (0, 1)$. Thus for any $\lambda$ and $\mu$, there is a continuum of two-service grade policies that are superior to pure service.

Proposition 4 concludes that under the FCFS rule mixed service is inferior to pure service because of higher variance. But in Proposition 5, mixed service under the SEPT rule generates lower waiting times than pure service. The underlying intuition is as follows: The total waiting time (referred to as W) can be divided into two parts: waiting time for unfinished work in queue (referred to as WQ) and waiting time for unfinished work at the server (referred to as WS), where the latter part, WS, is often called the excess service time.

Since mixed service has a higher variance, its mean excess service time ($E[S_e] = \frac{E[S^2]}{2E[S]}$) is also higher and generates a higher WS. But the SEPT rule reduces WQ by serving short jobs before long jobs: The WQ of short jobs is reduced by the service times of the long jobs in queue “ahead” of them, while that of the long jobs is increased by the service times of short jobs in queue “behind” them. Since long jobs are longer, the total WQ is reduced. (This is the same principle, pairwise interchange, which is commonly used in proofs of the optimality of SEPT). Under some conditions, the reduced WQ outweighs the increased WS, and the total waiting time can be reduced.

It is not surprising that condition (3.5) bounds the ratio of the two service rates, because a significant difference between these two rates will increase the variance and thus the WS, to a level that even the SEPT rule will be unable to compensate for. Condition (3.5) also implies that the bound $1 - \rho$ becomes less restrictive in a more congested system, as the SEPT scheduling rule is more effective with more jobs waiting.

Now that we have proved that mixed service with two grades may perform better than pure service, we will investigate the effects of the number of service grades $K$ on the system performance. It is not difficult to guess that the larger the number of service grades, the better the performance. But proving this conjecture is more complicated than the proof of Proposition 5, in which we separate one service grade into two but keep the average rate unchanged: If we consider comparing $K = 2$ and $K = 3$, for example, we can also choose one service grade, say, the first service grade with service rate $\mu_1$, and change it into two new grades with service rates $\mu_{1a}$ and $\mu_{1b}$, while keeping the aggregate average service time and assigned jobs’ arrival rate unchanged. Similar to Proposition 5, we know that the two service grades with rates $\mu_{1a}$ and $\mu_{1b}$ have the same aggregate average service time but generate a shorter average waiting time than the original single service grade with
rate $\mu_1$. But as the service time variance increases when $K$ increases from 2 to 3, the average waiting time of jobs in the unchanged grade also increases. Thus we must derive new conditions that ensure that adding a grade improves performances:

**Proposition 6** Under the optimal priority scheduling rule, for any given arrival rate $\lambda$, mixed service having $K+1$ service grades with service rate vector $\mathbf{\mu} = (\mu_1, \mu_2, ..., \mu_k, ..., \mu_K)$ and grade allocation rule $\mathbf{p} = (p_1, p_2, ..., p_k, ..., p_K)$, has the same aggregate average service time but generates a shorter waiting time than mixed service having $K$ service grades with service rate vector $\mathbf{\mu}' = (\mu_1, \mu_2, ..., \mu_k, ..., \mu_K)$ and grade allocation rule $\mathbf{p}' = (p_1, p_2, ..., p_k, ..., p_K)$, if and only if

$$\frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} < \frac{A p_1 \lambda}{B(1 - \rho_{1a})(1 - \rho_1)},$$

which suggests a simple sufficient condition as

$$\frac{\mu_{1a}}{\mu_{1b}} < 1 + \frac{\rho_1}{(1 - \rho_1)B},$$

where $A = \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k} + \frac{p_1 \rho_{1b}}{\mu_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \right)$, $B = \sum_{k=1}^{K} \frac{p_k}{(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)}$, $p_{1a} + p_{1b} = \frac{p_1}{\mu_1}$, and $\rho_i = \frac{\lambda p_i}{\mu_i}$ for all $i = 1, 2, ..., K$.

Similar to Proposition 5, Proposition 6 also provides a bound on the difference between the two new service rates, which can always be attained for any mixed service with $K$ service grades. Propositions 5 and 6 together lead to the following corollary.

**Corollary 1** Having the same aggregate average service time, mixed service can generate a shorter average waiting time than pure service. In addition, increasing the number of service grades can generate a policy with shorter average waiting time.

Corollary 1 concludes that offering additional service grades lowers expected waiting time. Note that the waiting time is reduced not because all customers are assigned to the fastest service grade: Customers are differentiated into either faster or slower service grades so that the aggregate average service time spent by the service provider remains unchanged. Since the expected waiting time is reduced, the system utility is improved. This superiority of mixed service holds in not only
quality-based settings, but also in other settings where customers derive a fixed value from service ("constant-quality" systems). Thus, mixed service can benefit the quality-based system and the constant-quality system by reducing average waiting time while not affecting the aggregate average service time, which is formally stated in the following theorem:

**Theorem 1** Mixed service dominates pure service in quality-based (and constant-quality) domains, and the benefit increases with the number of service grades.

In the previous proofs, we show the benefits of service rate differentiation when holding the aggregate average service time taken over all jobs constant. Furthermore, it is not difficult to verify that, with the configuration of service rates and allocation probabilities in Proposition 5 and Proposition 6, the service time variance increases with the number of service grades. Thus, the superiority of mixed service shows the value of introducing service time variability into the system. Moreover, this value also extends to constant-quality domains such as systems where the objective is to minimize waiting time subject to a fixed service capacity, or service load. We will interpret this potential benefit of introducing variability in detail in Section 3.6.1.

### 3.4.3 Optimal Strategy

The previous analysis proves the dominance of mixed service over pure service by showing that mixed service can generate a shorter average waiting time while retaining the same average service value. However, the optimal structure of a mixed service policy remains unclear. In this section we derive the characteristics of optimal service rates and service allocation policies, by solving the system performance maximization problem with a given $K \geq 1$ number of service grades.

Based on the optimality of SEPT the original maximization model (3.3) can be stated as:

$$
\max_{\bar{p}, \bar{\mu}} V = \lambda \left( u \sum_{k=1}^{K} p_k / \mu_k - h \sum_{k=1}^{K} \frac{p_k \lambda \mu_k^2 E[X_k]}{2(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} \right) \right),
$$

where $\rho_i = \lambda \mu_i / \mu_i$ denotes the load of the $i$th service grade, and as assumed we have $\mu_1 > ... > \mu_k > ... > \mu_K$, and $0 < p_k < 1$ for all $k = 1, ... K$. If $p_k = 0$, the $k$th service grade is abandoned, and the strategy degenerates to $K - 1$ service grades; if $p_k = 1$, the strategy becomes pure service.
We first substitute the service grades load vector $\vec{\rho}$ for the service rate vector $\vec{\mu}$ in (3.12) based on the following definitions:

$$\mu_k = \lambda p_k / \rho_k \quad \text{for } k = 1, \ldots, K.$$  

(3.13)

Hence the corresponding optimization function can be formulated with new decision variables:

$$\max_{\vec{p}, \vec{\rho}} V = u \sum_{k=1}^{K} \rho_k - C \left( \sum_{k=1}^{K} \frac{p_k}{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \right) \left( \sum_{k=1}^{K} \frac{p_k^2}{p_k} \right),$$

(3.14)

\[ \text{s.t. } \sum_{k=1}^{K} p_k = 1, \]

where we denote $\frac{h \mu^2 E[X_o^2]}{2} = C > 0$, a constant which only depends on jobs’ exogenous characteristics. Noting that the positive part in (3.14), $u \sum_{k=1}^{K} \rho_k$, representing the system service value, is linear with the total system load $\rho = \sum_{k=1}^{K} \rho_k$, we introduce the system load $\rho$ as a decision variable in place of the $K$th service grade’s load, $\rho_K$.

Using $\rho$, the maximization problem can be decomposed into two parts. The inner part is equivalent to the minimization problem of the average waiting time in the system for a fixed $\rho$:

$$w^* := \min_{\vec{p}, \rho, \ldots, \rho_{K-1}, \rho} \max_{\vec{p}, \vec{\rho}} V = u \sum_{k=1}^{K} \rho_k - C \left( \sum_{k=1}^{K} \frac{p_k}{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \right) \left( \sum_{k=1}^{K} \frac{p_k^2}{p_k} \right)$$

(3.15)

\[ \text{s.t. } \sum_{k=1}^{K} p_k = 1; \]

$$\sum_{k=1}^{K} \rho_k = \rho.$$  

(3.16)

(3.17)

The outer part aims to maximize the system performance through $\rho$ only:

$$\max_{\rho} V = u \rho - h \lambda w^*.$$  

(3.18)

We will first solve the inner minimization problem (3.15) with constraints (3.16) and (3.17). Observing that (3.16) only contains decision variables $\vec{\rho}$, the minimization problem (3.15) can be further decomposed into two steps: For a fixed $\rho_1, \ldots, \rho_{K-1}$ we determine the optimal expression for
\( \overrightarrow{p} \). Then using this expression we determine the optimal values of \( \rho_1, \ldots, \rho_{K-1} \).

The minimization problem for \( \overrightarrow{p} \) is equivalent to:

\[
\min_{\overrightarrow{p} \mid \{\rho_1, \ldots, \rho_{K-1}, \rho\}} \left( \frac{\sum_{k=1}^{K} p_k}{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \right) \left( \frac{\sum_{k=1}^{K} \rho_k^2}{p_k} \right),
\]

\( s.t. \sum_{k=1}^{K} p_k = 1. \) \hspace{1cm} (3.19)

Problem (3.19) can be solved directly by the Cauchy-Schwarz inequality:

**Lemma 2** With given \( \{\rho_1, \ldots, \rho_{K-1}, \rho\} \), the optimal solution \( \overrightarrow{p} \) of problem (3.19) is

\[
p_k = \frac{\rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}}{\sum_{k=1}^{K} \rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}}, \quad \text{for } k = 1, \ldots, K.
\]

(3.20)

Substituting (3.20) into (3.15), the inner minimization problem becomes

\[
\min_{\rho_1, \ldots, \rho_{K-1} \mid \rho} \left( \sum_{k=1}^{K} \frac{\rho_k}{\sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} \right)^2.
\]

(3.21)

**Remark 1** Constraint (3.16) does not affect the optimal value of problem (3.19). This means, even with \( \sum_{k=1}^{K} p_k < 1 \) (i.e. rejecting some jobs), while the optimal solution may change, the objective of problem (3.19) will not. Through the following analysis, we will find that allowing jobs to be rejected likewise will not influence the optimal values of \( \rho_1, \ldots, \rho_{K-1} \) and \( \rho \) as long as \( \sum_{k=1}^{K} p_k > 0 \).

It is trivial to verify that the minimization problem (3.21) is equivalent to

\[
\min_{\rho_1, \rho_2, \ldots, \rho_K} \sum_{k=1}^{K} \frac{\rho_k}{\sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}},
\]

\( s.t. \sum_{i=1}^{K} \rho_i = \rho. \) \hspace{1cm} (3.22)

Problem (3.22) is actually a service load allocation problem which seeks to minimize the average waiting time with a fixed system load \( \rho \). While there is no obvious structure (convexities or concavities) to the objective function, the special case of problem (3.22) with only two service
grades suggests that the optimal solutions \( \{\rho_k\} \) satisfy what we call the chain rule. Such a rule can be extended to the general case with multiple service grades, as an optimization of the multi-grade case can always be achieved by partial adjustments of any two adjacent service grades’ loads. The chain rule is defined in the following lemma.

**Lemma 3** The optimal solutions of (3.22) satisfy the following chain rule:

\[
\left( 1 - \sum_{i=1}^{k} \rho_i \right)^2 = \left( 1 - \sum_{i=1}^{k+1} \rho_i \right) \left( 1 - \sum_{i=1}^{k-1} \rho_i \right) \quad \text{for } k = 1, \ldots, K - 1.
\]

**Proof.** Initially we focus on a special case of problem (3.22) with only two grades:

\[
\min_{\rho_k, \rho_{k+1}} \frac{\rho_k}{\sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)\left(1 - \sum_{i=1}^{k} \rho_i\right)}} + \frac{\rho_{k+1}}{\sqrt{(1 - \sum_{i=1}^{k} \rho_i)\left(1 - \sum_{i=1}^{k+1} \rho_i\right)}}.
\]

As in the above model all the variables are fixed except for \( \rho_k \) and \( \rho_{k+1} \), both \( \sum_{i=1}^{k-1} \rho_i \) and \( \sum_{i=1}^{k+1} \rho_i \) are constants. We simplify the objective as follows:

\[
\frac{\rho_k}{\sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)\left(1 - \sum_{i=1}^{k} \rho_i\right)}} + \frac{\rho_{k+1}}{\sqrt{(1 - \sum_{i=1}^{k} \rho_i)\left(1 - \sum_{i=1}^{k+1} \rho_i\right)}} = \left( \sqrt{1 - \sum_{i=1}^{k-1} \rho_i} - \sqrt{1 - \sum_{i=1}^{k+1} \rho_i} \right) + \frac{1}{\sqrt{1 - \sum_{i=1}^{k} \rho_i}} + \frac{\sqrt{1 - \sum_{i=1}^{k} \rho_i}}{\sqrt{1 - \sum_{i=1}^{k+1} \rho_i}}.
\]

When both \( \sum_{i=1}^{k-1} \rho_i \) and \( \sum_{i=1}^{k+1} \rho_i \) are constants, based on the Cauchy-Schwarz inequality, the objective is minimized if and only if

\[
\frac{1}{\sqrt{1 - \sum_{i=1}^{k} \rho_i}} = \frac{\sqrt{1 - \sum_{i=1}^{k} \rho_i}}{\sqrt{1 - \sum_{i=1}^{k-1} \rho_i} \sqrt{1 - \sum_{i=1}^{k+1} \rho_i}}
\]

\[
\Leftrightarrow \left( 1 - \sum_{i=1}^{k} \rho_i \right)^2 = \left( 1 - \sum_{i=1}^{k+1} \rho_i \right) \left( 1 - \sum_{i=1}^{k-1} \rho_i \right).
\]

(3.23)

Thus for any two adjacent service grades, say \( k \) and \( k+1 \), given the constraint that all the other service grades’ loads are fixed, the aggregate average waiting time is minimized if and only if the two decision variables \( \rho_k \) and \( \rho_{k+1} \) satisfy the chain rule.
Next we deduce that such a rule solves problem (3.22). The key idea is that if any two adjacent service grades’ loads do not satisfy the chain rule (3.23), a reallocation of loads between these two service grades following the chain rule can always improve the objective without affecting the other service grades. Similarly we can adjust all the grades’ loads $\rho_1, \rho_2, \ldots, \rho_K$ until

$$
\left(1 - \sum_{i=1}^{k} \rho_i\right)^2 = \left(1 - \sum_{i=1}^{k+1} \rho_i\right) \left(1 - \sum_{i=1}^{k-1} \rho_i\right) \quad \text{for } k = 1, \ldots, K - 1.
$$

The chain rule tells us that the summations of different grades’ loads are correlated in a particular “chain-like” fashion. With the chain rule all the service grades’ loads $\rho_1, \rho_2, \ldots, \rho_K$ can be derived sequentially and expressed in terms of $\rho_1$. Such a derivation is in accordance with the principle that under a non-preemptive priority scheduling rule a job’s average waiting time primarily depends on those jobs with equal or higher priorities. In addition, the chain rule implies the following relationship between the waiting times of all the service grades.

**Corollary 2** All the service grades have the same “weighted waiting time” under the optimal allocation policy:

$$p_kw_k = p_{k+1}w_{k+1} \quad \text{for } k = 1, \ldots, K - 1,$$

where $w_k = E[W_k]$ denotes the average waiting time of the $k$th service grade.

Corollary 2 indicates that the optimal strategies of our model generate a balance of average waiting time for arriving jobs. In other words, the contribution of each term in the sum $E[W] = \sum_{k=1}^{K} p_kw_k$ is equivalent among all the service grades, although the expected service values are not equal (which is implied by the fact that the values of $\rho_k$ under the chain rule are not the same).

Under the chain rule, the load of each service grade can be expressed in terms of $\rho$:

**Corollary 3** The optimal load of the $k$th grade $\rho_k$ satisfies:

$$
\rho_k = (1 - \rho)^{k-1} \left(1 - (1 - \rho)^{1/k}\right).
$$

The above equation defines the geometric form of the optimal load allocation vector $\vec{\rho}$. Substituting the optimal $\rho_k$ into the optimal probability allocation given in (3.20) and the optimal service
rate given in (3.13) also generates a geometric sequence of \( \vec{p} \) and \( \vec{\mu} \):

**Proposition 7** The optimal strategy of the average waiting time minimization problem (3.15) with \( K \) service grades requires that the service rate vector \( \vec{\mu} = (\mu_1, \mu_2, ..., \mu_K) \), service allocation vector \( \vec{p} = (p_1, p_2, ..., p_K) \) and correspondingly service load vector \( \vec{\lambda} = (\lambda_1, \lambda_2, ..., \lambda_K) \) form geometric sequences respectively, i.e.,

\[
\frac{p_{k+1}}{p_k} = \left( \frac{\mu_{k+1}}{\mu_k} \right)^2 = \left( \frac{\rho_{k+1}}{\rho_k} \right)^2 = (1 - \rho)^{2k} \quad \text{for} \quad k = 1, ..., K - 1. \tag{3.24}
\]

**Remark 2** The geometric structure in Proposition 7 minimizes the average waiting time (3.15) under a fixed system load \( \rho \). Based on this, it can be inferred that the geometric structure can also apply in constant-quality settings such as minimizing the average waiting time subject to a fixed or maximal service capacity, service load, or service value. In addition, Proposition 7 shows the benefit of introducing service time variability even without adding more service grades: The service policy that minimizes the average waiting time requires a specific geometric structure of service rates, and the geometric ratio, as a function of system load \( \rho \), is less than 1. Since the geometric ratio is other than 1, the service time variance of the optimal policy for a fixed number of service grades is not minimized. Thus, there exist an infinite number of systems with the same number of service grades (being served according to SEPT) having lower service time variability but generating higher waiting times than the optimal policy. By changing these service policies to the optimal structure in (3.24) while keeping the system load unchanged, service time variability is increased and the average waiting is reduced, but no more service grades are introduced.

Next we will derive the optimal system load \( \rho^* \) that maximizes the system performance \( V \) as shown in (3.18). Based on the optimal grade load \( \rho_k \) given in Corollary 3, the optimal average waiting time \( w^* \) defined in (3.15) can be simplified as

\[
w^* = \frac{C}{\lambda h} K^2 \left( (1 - \rho)^{-\frac{1}{K}} + (1 - \rho)^{\frac{1}{K}} - 2 \right). \tag{3.25}
\]

Now (3.18) becomes an unconstrained maximization problem with only one decision variable, \( \rho \):

\[
\max_{\rho} V = u\rho - CK^2 \left( (1 - \rho)^{-\frac{1}{K}} + (1 - \rho)^{\frac{1}{K}} - 2 \right), \tag{3.26}
\]
where $0 < \rho < 1$. Problem (3.26) can be solved with its first order condition.

**Proposition 8** The optimal system load $\rho^*$ for the problem (3.26) satisfies the following equation:

$$u (1 - \rho) + CK \left( (1 - \rho)^{\frac{1}{K}} - (1 - \rho)^{-\frac{1}{K}} \right) = 0; \quad (3.27)$$

such a $\rho^*$ always exists, and is unique.

From (3.27) we can see that the optimal system load $\rho^*$ only depends on three parameters: $K$, $u$, and $C = \frac{\mu^2_o E[X^2_o]}{2}$. Thus we can conclude that $\rho^*$, and consequently the optimal system load vector $\vec{\rho}^*$, are independent of jobs’ arrival rate $\lambda$. And, as the optimal grade assignment vector $\vec{p}^* = \{p^*_k : k = 1, 2...K\}$ given by (3.20) only depends on $\vec{\rho}^*$, we can conclude that $\{p^*_k\}$ is also independent of the arrival rate $\lambda$. In contrast, based on the definition of $\mu_k = \lambda p_k / \rho_k$, $\mu^*_k$ is linear in $\lambda$ for all $k = 1, 2...K$. So the optimal system responds to a change in arrival rate by changing the service rates proportionally, but leaving the allocation scheme unchanged.

With the optimal solution $\rho^*$, it is trivial to derive the optimal system performance $V^*$:

$$V^* = u \rho^* - CK^2 \left( (1 - \rho^*)^{-\frac{1}{K}} + (1 - \rho^*)^{\frac{1}{K}} - 2 \right). \quad (3.28)$$

The fact that the optimal system performance $V^*$ contains only $\rho^*$ implies that $V^*$ in turn only depends on $u$, $K$ and $C = \frac{\mu^2_o E[X^2_o]}{2}$.

**Proposition 9** The optimal system performance depends only on the optimal system load $\rho^*$ and is insensitive to the arrival rate $\lambda$.

The independence of $V^*$ to arrival rate $\lambda$ is striking. This results from the optimal strategy in which the server adjusts the service rates to recapture the optimal load $\rho^*$ if faced by a different $\lambda$. In addition, using the envelope theorem it is not difficult to verify that $V^*$ increases with $K$.

### 3.4.4 Asymptotic system performance

Having established the optimal differentiation strategies, the corresponding optimal system performance, and the fact that the optimal system performance increases with the number of service grades $K$, we now evaluate the optimal system performance as $K$ approaches infinity.
We first identify the asymptotically optimal service differentiation strategy, which consists of the asymptotically optimal system load \( \tilde{\rho} \), and then compute the asymptotically minimal average waiting time \( \tilde{w} \) and optimal system performance \( \tilde{V} \). Finally, we study the asymptotic performance improvement of the static differentiation policy compared to pure service.

By observing the formulae of \( w^* \) given in (3.25) and \( \rho^* \) given in (3.27), we see that both parts containing \( K \) have the same pattern: \( a^\frac{1}{K} - a^{-\frac{1}{K}} \), where \( a > 0 \). Thus we define a function \( f : \mathbb{R} \rightarrow \mathbb{R} \) as \( f(x) = a^x - a^{-x} \) with \( a > 0 \). Based on Taylor expansion, \( f(x) \) can be expanded at \( x = 0 \) as follows:

\[
a^x - a^{-x} = 2 \ln a x + \frac{2 (\ln a)^3}{3!} x^3 + \frac{(\ln a)^n}{n!} x^{n-1} \left(1 + (-1)^{n-1}\right) + \ldots
\]

The limit of \( \frac{f(x)}{x} \) is:

\[
\lim_{x \to 0} \frac{1}{x} \left(a^x - a^{-x}\right) = 2 \ln a.
\]

Thus the asymptotic limit of the latter portion of the expression for \( \rho^* \) defined in (3.27) is:

\[
\lim_{K \to \infty} K \left((1 - \rho)^{\frac{1}{K}} - (1 - \rho)^{-\frac{1}{K}}\right) = 2 \ln (1 - \rho).
\]

Substituting the above term into (3.27) suggests that the asymptotically optimal system load \( \tilde{\rho} \) satisfies

\[
u - \frac{h\mu^2 \mathbb{E}[X^2]}{1 - \tilde{\rho}} \ln \frac{1}{1 - \tilde{\rho}} = 0.
\]

(3.29)

Similarly we can derive the limit of the minimal average waiting time \( w^* \) given in (3.25):

\[
\lim_{K \to \infty} K^2 \left((1 - \rho)^{-\frac{1}{K}} + (1 - \rho)^{\frac{1}{K}} - 2\right) = \lim_{K \to \infty} K^2 \left((1 - \rho)^{\frac{1}{K}} - (1 - \rho)^{-\frac{1}{K}}\right)^2
\]

\[
= \lim_{K \to \infty} \frac{1}{4} \left(\frac{(1 - \rho)^{\frac{1}{K}} - (1 - \rho)^{-\frac{1}{K}}}{1/2K}\right)^2 = \frac{1}{4} (2 \ln (1 - \rho))^2 = (\ln (1 - \rho))^2.
\]

Substituting the above limit value into (3.25) and (3.28), respectively, we obtain the asymptotic average waiting time and system performance, respectively:

\[
\tilde{w} = \lim_{K \to \infty} w^*(K) = \left. \frac{\mu^2 \mathbb{E}[X^2]}{2\lambda} (\ln (1 - \rho))^2 \right|_{\rho = \tilde{\rho}}; \quad (3.30)
\]

\[
\tilde{V} = \lim_{K \to \infty} V^*(K) = \left. u\rho - \frac{h\mu^2 \mathbb{E}[X^2]}{2} (\ln (1 - \rho))^2 \right|_{\rho = \tilde{\rho}}, \quad (3.31)
\]
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Note that the asymptotic value $\tilde{w}$ given in (3.30) suggests that when the system load $\rho \to 1$, the growth rate of the expected waiting time under the differentiation policy is of order $(\ln (1 - \rho))^2$. This is similar to a result in Lin et al. (2011), where the authors find that under preemptive SRPT (as opposed to our SEPT scheduling), the growth rate of the average waiting time could be as slow as the order of $(-\ln (1 - \rho))$ as $\rho \to 1$ when the service time distribution is unbounded.

Finally, we define the dominance index $R_{V}$ as a measure of the ratio of the optimal system performance of $K$-grade mixed service to that of pure service. Correspondingly, the asymptotic dominance index, denoted by $\tilde{R}_{V}$, is the ratio of the asymptotically optimal system performance under service differentiation to that of pure service, i.e. $\tilde{R}_{V} = \tilde{V}/V(1)$. In Appendix B we show that $\tilde{R}_{V}$ depends on the external parameters $u$, $h$ and $\mu_e^2 E[X_0^2]$ only through the term $\tau := \frac{u}{h \mu_e^2 E[X_0^2]}$.

Numerical analysis suggests that the first order condition $\frac{d\tilde{R}_{V}}{d\tau} = 0$ has a unique positive root at $\tau = 52.626$, at which $\tilde{R}_{V} = 1.0528$, indicating an improvement of 5% compared to pure service. We numerically verify this result in Section 3.5.

### 3.5 Numerical Analysis

Even with our analytical solution of the problem, two questions still remain: how many service grades are “enough” and how the benefit of differentiation changes with system parameters. In this section, we answer the first question by studying the behavior of the dominance index $R_{V}$ with respect to the number of service grades $K$. We also show how the optimal expected service value and average waiting cost change with $K$. To address the second question, we illustrate the values of $\tilde{R}_{V}$ under different settings of parameters $u$, $h$ and the coefficient of variation $CV$. As a part of this study we also illustrate the different service values and waiting costs of individual service grades.

Unless otherwise noted, our parameters are as follows$^4$: $\lambda = 1$, $h = 1$, $u = 5$ and $CV = 1$. For simplicity, we study the sensitivity of system performance to $u/h$ instead of $u$ and $h$ individually.

First, we numerically study the effects of the number of service grades $K$ on performance metrics, including the dominance index $R_{V}$, optimal system load $\rho$, service value ratio (the ratio of service value of mixed service to that of pure service), and waiting cost ratio (the ratio of waiting

$^4$Different sets of parameters generate the same patterns as this set.
Figure 3.1: How $R_V$, $\rho$, service value and average waiting cost change with number of service grades $K$.

cost of mixed service to that of pure service). All values are computed based on the optimal service strategy for corresponding $K$. The three different types of markers in Figure 3.1 represent three cases, under different ratios of marginal service value $u$ to marginal delay cost $h$. The upper-left plot in Figure 3.1 validates our theorem that the system performance increases with $K$, and shows that under all three settings the optimal system performance has almost converged when $K = 10$. Likewise the two graphs in the bottom of Figure 3.1 show that both service value and waiting cost increase as $K$ increases. This increment of service value arises from an increase in system load $\rho$, as seen in the upper-right graph.

Figure 3.2 illustrates how the performance of static differentiation is affected by jobs’ characteristics, which include marginal service value $u$, marginal waiting cost $h$ and variance of jobs’ original processing time, represented by the coefficient of variation $CV = \sqrt{\frac{\mu^2}{\mu^4} E[X^2] - 1}$. Figure 3.2 shows that for a fixed $CV$, with $u/h$ increasing, $\widetilde{R}_V$ increases before reaching a peak, and then gradually decreases. In addition, when $CV$ increases, the whole pattern shifts to the right, but the peak values remain the same, around 105%. These observations coincide with the findings presented in Section 3.4.4 that the asymptotic ratio $\widetilde{R}_V$ only depends on $\tau = \frac{u}{h(CV^2 + 1)}$ and the function has...
only one stationary point \( \tau = 52.626 \), at which \( \tilde{R}_V = 1.0528 \).

The sensitivity of \( \tilde{R}_V \) with respect to \( u/h \) can be understood as follows. On the one hand, when \( u/h \to 0 \), the asymptotic optimal system load \( \tilde{\rho} \) approaches 0, under which the SEPT works least effectively in reducing the average waiting time compared to the uniform service. On the other hand, when \( u/h \to \infty \) the delay cost becomes so insignificant that even though service differentiation can greatly reduce waiting, it contributes little in improving the system performance. The same reasoning can be applied to understand the sensitivity of \( \tilde{R}_V \) with respect to \( CV \).

Finally, we show the distribution of grades’ performances and probability allocations in Figure 3.3, in which service grades 1, 2, ..., \( K = 10 \) are represented by the rectangles from left to right. The width of the \( k \)th rectangle represents the allocation probability \( p_k \). The height of the white rectangle above the x-axis illustrates the net performance of each grade, and that of the opaque rectangle below the x-axis depicts the average waiting cost of each grade, so the absolute height (white plus opaque) gives the mean service value. Figure 3.3 illustrates that the waiting time, the service value and the grade performance are all increasing as the grade’s priority decreases; jobs assigned lower priorities wait for a longer time, receive loner service and gain more net benefit (An analytical proof is given in Appendix B). The dashed lines show the average performance and waiting cost of the system respectively, from which we can see that half of the jobs obtain more
Figure 3.3: Grade performance $V_k$ vs probability allocation $p_k$ for the $k$th service grade with $K = 10$

net value than average.

3.6 Conclusions, Discussions and Future Work

3.6.1 Interpretations of Variance Benefits

Generally, people believe that when facing homogeneous jobs, uniform service is superior to mixed service, as the latter policy generates greater service time variability. Our work shows that adding variability to a system by introducing service rate differentiation, and serving jobs according to the SEPT rule can actually reduce the overall waiting time. Unlike traditional dynamic control of service rates, such differentiation is effective even if it is static and independent of system state.

The benefit of introducing service time variability could be attributed to the value of service rate information created by differentiation. Specifically, while the differentiation policy increases service time variance and hence lengthens waiting, it also creates service rate information and thus enables the implementation of SEPT, which conversely reduces waiting. The former impact on the waiting time is the well-known variance effect, and the latter could be referred to as “information value.” Our research shows that when properly implemented, the information value outweighs the variance effect, and thus a benefit arises despite increased variability. The benefit can be thought
of as the surplus of the information value over the variance effect (see Example I, Appendix B.2).

It is worth noting that the service rate information used by our policy is created without effort because service rates are endogenously chosen and assigned by the system. In this sense, the information value comes for free. This is quite different from the “service rate information” referred to in most of the previous literature, where the service rate/value information is intrinsic and requires effort or proper incentives to be obtained (e.g. Van Mieghem 2000).

The value of the created service rate information is affected by the values of parameters chosen for differentiation in a complicated way. Specifically, while keeping the aggregate average service time fixed, the information value is affected by (at least) two factors: service time variance and the number of service grades. One may reasonably expect that information value should increase with the number of service grades, as more information is created. But we find that this may not be the case: Information value may decrease or increase with the number of service grades, and this happens even when service time variance is fixed (see Example II, Appendix B.2). The relationship between information value and service time variance is likewise complicated: Intuitively, information value should increase with service time variance, but we find that it may decrease as variance increases for systems with different number of service grades (see Example III, Appendix B).

Both variance effect and information value are well documented in literature, but, to the best of our knowledge, our work is the first to discuss their overall effect and arrive at the conclusion that a surplus may arise from introducing variability. In addition, we derive necessary and sufficient conditions under which the surplus occurs and characterize the optimal policies to maximize the surplus for a fixed system load — a geometric structure for service rates and assignment probabilities, with correlated ratios that depend on system load.

3.6.2 Future Work

We show the benefit of introducing service time variance through a static service differentiation policy, and illustrate it within quality-based service domains. This work can be extended in multiple ways. First, the benefit of static differentiation (as well as the optimal geometric structure) can be extended to more general settings of quality-based service as well as other non-quality-based settings. For quality-based service, in this paper, we adopt linear functions for service value and
waiting cost. Future research can consider nonlinear function forms. Appendix B.3 shows that the dominance of mixed service can be easily extended to convex service value and linear waiting cost, but concave service value, or nonlinear waiting cost require more study.

The differentiation policy and the optimal geometric structure also extend to other service domains which minimize the average waiting time subject to a fixed service capacity, or service load. Since the optimal geometric structure only depends on a few parameters and thus can potentially be implemented, this related research has great application potential.

The service differentiation policy proposed in this paper can also be extended in several directions. Appendix B.3 illustrates two directions: preemptive scheduling and dynamic allocation. In the former case we can analytically prove that under the shortest expected remaining processing time first (SERPT) rule, for exponentially distributed jobs, any service rate differentiation with two service grades can always generate a shorter average waiting time than pure service with the same aggregate average service time (see Proposition 10 in Appendix B.3). Further research can consider characterizing conditions for other specific or a general service time distributions.

We also consider a dynamic service differentiation policy, under which the service provider chooses a service rate for each job when it starts service from a set of candidate rates, based on the system state. In this case the optimal policy is a threshold policy that assigns service rates based on queue length: The longer the queue, the faster the service rate allocated. (This is similar to the TP control proposed by Armony and Gurvich, 2010.) Based on this structure we can numerically compute the optimal dynamic policy of a two-grade system and demonstrate the benefits of the dynamic allocation rule by comparing it with a static one. A numerical example suggests that a dynamic allocation rule introduces more service time variability and generates up to 18% more system value (see Figure B.31 in Appendix B.3). Thus future research on characterizing the optimal dynamic allocation rule will further benefit the system and increase the benefit of introducing service time variability.
Appendix A

Supplements for Chapter 2

A.1 Proofs of Analytical Results

Proof of Proposition 1. First, we simplify the program (2.12) by substituting \((\theta_{\text{pre}}(w), \varphi_{\text{pre}}(w))\) given in (2.11) into (2.12), which gives

\[
\max_w \begin{cases} 
U(w, \theta_L, 1) = v - w - eg & \text{if } s_H - \Delta(\theta_L) \leq w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \text{ and } I \geq \xi^\text{pre}_1 \\
U(w, \theta_L, 0) = v - w & \text{if } w \geq s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \\
U(w, \theta_H, 1) = v - w - I - eg(1 - \theta_H) & \text{if } s_H - \Delta(\theta_H) \leq w < s_H + \frac{\Delta(\theta_H)}{\gamma e(1 - \theta_H)} - \Delta(\theta_H) \\
& \text{and } I < \xi^\text{pre}_1
\end{cases}
\]

Next we solve for the equilibrium wholesale price \(w_{\text{pre}}\). If \(I \geq \xi^\text{pre}_1\), the manufacturer chooses \(w = s_H + (1/ (\gamma e) - 1) \Delta(\theta_L)\) when

\[
U(s_H + (1/ (\gamma e) - 1) \Delta(\theta_L), \theta_L, 0) \geq U(s_H - \Delta(\theta_L), \theta_L, 1) \Leftrightarrow g \geq \xi^\text{pre}_2.
\]
If \( I < \xi_1^{pre} \), the manufacturer chooses \( w = s_H + (1/ (\gamma e) - 1) \Delta (\theta_L) \) when

\[
U (s_H + (1/ (\gamma e) - 1) \Delta (\theta_L), \theta_L, 0) \geq U (s_H - \Delta (\theta_H), \theta_H, 1) \iff I \geq \xi_3^{pre}.
\]

As a result, the outcome \((s_H + (1/(\gamma e) - 1) \Delta (\theta_L), \theta_L, 0)\) is in equilibrium if and only if \( \{ I \geq \xi_1^{pre}, g \geq \xi_2^{pre} \} \) or \( \{ I < \xi_1^{pre}, I \geq \xi_3^{pre} \} \), the outcome \((s_H - \Delta (\theta_H), \theta_H, 1)\) is in equilibrium if and only if \( I < \xi_1^{pre} \) and \( I < \xi_3^{pre} \), and the outcome \((s_H - \Delta (\theta_L), \theta_L, 1)\) is in equilibrium otherwise. ■

**Proof of Proposition 2.** We first simplify the program (2.17), and then solve for the subgame-perfect equilibrium through three lemmas. Substituting \( d^{post} (\theta, w) = d^{pre} (\theta, w) \) given in (2.9) into (2.17) yields:

\[
\max_{w, \theta} \begin{cases} 
U (w, \theta, 1) = v - w - I (\theta) - e (1 - \theta) g & \text{if } s_H - \Delta (\theta) \leq w < s_H + \frac{\Delta (\theta)}{\gamma e (1 - \theta)} - \Delta (\theta); \\
U (w, \theta_L, 1) = v - w - e (1 - \theta_L) g & \text{if } s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_L) \leq w < s_H + \frac{\Delta (\theta_H)}{\gamma e} - \Delta (\theta_L); \\
U (w, \theta_H, 0) = v - w - I & \text{if } s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_L) \leq w < s_H + \frac{\Delta (\theta_H)}{\gamma e} - \Delta (\theta_L); \\
U (w, \theta, 0) = v - w - I (\theta) & \text{if } w \geq s_H + \frac{\Delta (\theta)}{\gamma e (1 - \theta)} - \Delta (\theta),
\end{cases}
\]

which can be further simplified as follows:

\[
\max_{w, \theta} \begin{cases} 
U (w, \theta, 1) = v - w - I (\theta) - e (1 - \theta) g & \text{where } w = s_H - \Delta (\theta); \\
U (w, \theta_L, 1) = v - w - e (1 - \theta_L) g & \text{where } w = s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H); \\
U (w, \theta_H, 0) = v - w - I & \text{where } w = s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H); \\
U (w, \theta, 0) = v - w - I (\theta) & \text{where } w = s_H + \frac{\Delta (\theta)}{\gamma e (1 - \theta)} - \Delta (\theta).
\end{cases}
\]

In the above, the second \( U (w, \theta_L, 1) \) is dominated by the first \( U (w, \theta, 1) \) when \( \theta = \theta_L \) because \( w = s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H) \) is larger than \( w = s_H - \Delta (\theta_L) \) by \( s_H + \frac{\Delta (\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H) > s_H > s_H - \Delta (\theta_L) \). Also, the third \( U (w, \theta_H, 0) \) is a special case of the fourth \( U (w, \theta, 0) \) when \( \theta = \theta_H \). Therefore, we can simplify the above maximization program into the following:

\[
\max_{\theta} \begin{cases} 
U (s_H - \Delta (\theta), \theta, 1) = v - (s_H - \Delta (\theta)) - I (\theta) - e (1 - \theta) g; \\
U \left( s_H + \frac{\Delta (\theta)}{\gamma e (1 - \theta)} - \Delta (\theta), \theta, 0 \right) = v - \left( s_H + \frac{\Delta (\theta)}{\gamma e (1 - \theta)} - \Delta (\theta) \right) - I (\theta).
\end{cases}
\]
From (A.1), we obtain \( d_{\text{post}} = 1 \) if and only if:

\[
U(s_H - \Delta(\theta_L), \theta_L, 1) \geq U\left(s_H + \frac{\Delta(\theta_L)}{\gamma e (1 - \theta_L)} - \Delta(\theta_L), \theta_L, 0\right) \Leftrightarrow g \leq \xi_2^{\text{post}} \quad \text{when } \theta = \theta_L; \\
U(s_H - \Delta(\theta_H), \theta_H, 1) \geq U\left(s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H), \theta_H, 0\right) \Leftrightarrow g \leq \xi_4^{\text{post}} \quad \text{when } \theta = \theta_H. \tag{A.2}
\]

In the rest of the proof, we provide the remaining conditions under three possible structures of the equilibrium outcome that depend on the value of \( m \). Lemmas 1, 2 and 3 together prove Proposition 2. Figures 2.3(a), 2.3(b) and 2.3(c) illustrate the equilibrium presented in Lemmas 1, 2 and 3, respectively. We present the proof of Lemma 1 here, while providing the proofs of Lemma 5 and 6 in the online supplement. For convenience, we rewrite assumptions (A2) and (A3), respectively, as \( m \leq \bar{m} = \frac{(1 - \theta_H)(s_H - s_L)}{\theta_H} \) and \( m \geq \underline{m} = \frac{\gamma e (1 - \theta_L)(s_H - s_L)}{1 - \gamma e (1 - \theta_H)} \).

**Lemma 4** When \( \gamma e < \frac{1}{2 - \theta_H} \) and \( m \leq m < m_1 \equiv (1 - \theta_H)(s_H - s_L) \), the equilibrium outcome of program (A.1) is

\[
(w_{\text{post}}, \theta_{\text{post}}, d_{\text{post}}) = \begin{cases} 
(s_H + \left(\frac{1}{\gamma e} - 1\right) \Delta(\theta_L), \theta_L, 0) & \text{if } g \geq \xi_2^{\text{post}}, I \geq \xi_3^{\text{post}}, I \geq \xi_5^{\text{post}}; \\
(s_H - \Delta(\theta_L), \theta_L, 1) & \text{if } I \geq \xi_1^{\text{post}}, g \leq \xi_2^{\text{post}}; \\
(s_H - \Delta(\theta_H), \theta_H, 1) & \text{if } I \leq \xi_1^{\text{post}}, I \leq \xi_3^{\text{post}}, g \leq \xi_4^{\text{post}}; \\
(s_H + \left\{ \frac{1}{\gamma e (1 - \theta_H)} - 1 \right\} \Delta(\theta_H), \theta_H, 0) & \text{if } g \geq \xi_4^{\text{post}}, I \leq \xi_5^{\text{post}}.
\end{cases} \tag{A.4}
\]

Proof: The first condition \( \gamma e < \frac{1}{2 - \theta_H} \) ensures that there exists \( m \in [\underline{m}, m_1] \), and the second condition \( m < m_1 \) suggests that \( \xi_4^{\text{post}} > \xi_2^{\text{post}} \). Given that \( \xi_4^{\text{post}} > \xi_2^{\text{post}} \), program (A.1) can be simplified as follows:

\[
\max \left\{ U(s_H - \Delta(\theta_L), \theta_L, 1), U(s_H - \Delta(\theta_H), \theta_H, 1) \right\} \quad \text{if } g \leq \xi_2^{\text{post}}; \\
\max \left\{ U(s_H - \Delta(\theta_H), \theta_H, 1), U\left(s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L), \theta_L, 0\right) \right\} \quad \text{if } \xi_2^{\text{post}} < g \leq \xi_4^{\text{post}}; \\
\max \left\{ U\left(s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L), \theta_L, 0\right), U\left(s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H), \theta_H, 0\right) \right\} \quad \text{if } g > \xi_4^{\text{post}}.
\]

Therefore, we obtain the following results:
Lemma 5 When $\gamma e < \frac{1}{2 - \theta_H}$ and $m_1 \leq m \leq m_2 \equiv (s_H - s_L)\left(\frac{1}{\gamma e (1 - \theta_L)^2 + \theta_H} - 1\right)$, the equilibrium outcome of program (A.1) is

\[
\begin{align*}
(w^\text{post}, g^\text{post}, q^\text{post}) &= \begin{cases} 
(s_H + \frac{1}{\gamma e} - 1) \Delta (\theta_L), \theta_L, 0) & \text{if } g \geq \xi_2^\text{post}, I \geq \xi_5^\text{post}; \\
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{if } I \geq \xi_4^\text{post}, g \leq \xi_2^\text{post}, I \geq \xi_6^\text{post}; \\
(s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } I \leq \xi_1^\text{post}, g \leq \xi_4^\text{post}; \\
(s_H + \frac{1}{\gamma e (1 - \theta_L)^2 + \theta_H} - 1) \Delta (\theta_H), \theta_H, 0) & \text{if } I \leq \xi_6^\text{post}, g \geq \xi_4^\text{post}, I \leq \xi_5^\text{post}.
\end{cases}
\end{align*}
\]  

(A.8)

Lemma 6 When $m_2 < m < m, \gamma e < \frac{1}{2 - \theta_H}$ or $\gamma e > \frac{1}{2 - \theta_H}$, the equilibrium outcome of pro-
Proof of Proposition 3. (a) The supplier’s profit is 0 under the inspection-alone strategy or the
do-nothing strategy, \((1/e - 1) \Delta (\theta_L)\) under the premium-alone strategy, and \([1/(\gamma e (1 - \theta_H)) - 1] \Delta (\theta_H)\)
under the premium & inspection strategy, where \((1/e - 1) \Delta (\theta_L) > [1/(\gamma e (1 - \theta_H)) - 1] \Delta (\theta_H)\).
From Table 1, we can verify the change of the supplier’s profit in each area.
(b) The proof is provided in the main body.
(c) This can be verified from the change of the manufacturer’s strategy in each area shown in Table 2.1. ■

A.2 Examples of Companies Committing to No or Low-Level Inspection Efforts

- Caterpillar Inc.: "We do not currently verify our product supply chain or audit suppliers
  specifically to evaluate risks of human trafficking and slavery or require our direct suppliers
to certify that materials incorporated into products comply with laws regarding slavery and human trafficking in the countries in which they are doing business." (Source: http://www.jointeamcaterpillar.com/cda/layout?m=470716&x=69, Accessed on January 31, 2015)

- Danaher Corp.: "Accordingly, Danaher Corporation does not verify its supply chains to evaluate
  the risks of human trafficking or slavery, audit its suppliers for compliance with or require
  suppliers to certify compliance with the laws regarding human trafficking and slavery" (Source:

- IDEX Corporation: "Although IDEX Units expect their suppliers to comply with applicable
laws and frequently obtain agreements and certifications from their key suppliers relating to compliance with applicable laws in supplying products to them, IDEX Units do not verify their supply chain or audit suppliers specifically to evaluate risks of human trafficking and slavery or require their suppliers to certify specifically that products supplied to them were not produced with child labor or slave labor.” (Source: http://idexcorp.com/terms/SupplyChainTransparency.asp, Accessed on January 31, 2015)


- Orora North America: “Orora has not (a) reviewed its product supply chains to evaluate and address risks of human trafficking and slavery or employed a third party to audit or evaluate such risks, (b) established entity standards on human trafficking and slavery and then conducted supplier audits to evaluate whether suppliers comply with standards.” (Source: http://www.mppmfg.com/docs/CA-Transparency-Supply-Chain-Act.pdf, Accessed on January 31, 2015)


- Valero Energy Corp.: ”while Valero has not undertaken action with the intent of specifically addressing California Civil Code Sections 1714.43(c)(1) – (c)(5), Valero recognizes and respects all labor and employment laws, including those addressing slavery and human traffick-
A.3 Additional Results

1 Supplier’s Employment Decision on a Mix of Child and Adult Laborers

In the base model, we assume that the child labor decision is binary: the supplier employs only child labor \((d = 1)\) or only adult labor \((d = 0)\). In practice, the supplier may employ a mix of both. In this case, the supplier decides a portion of child labor employed, \(d \in [0, 1]\). We present main results of this case in this section and provide a sketch of proof in Section D. Subscript “\(\text{cont}\)” is used to denote equilibrium in this section.

The following corollary presents the equilibrium outcome in the pre-Act scenario.

**Corollary 4** When the supplier chooses a portion of child labor \(d \in [0, 1]\), the subgame-perfect equilibrium in the pre-Act scenario is:

\[
\{w_{\text{pre}}^{\text{cont}}, \theta_{\text{pre}}^{\text{cont}}, d_{\text{pre}}^{\text{cont}}\} =
\begin{cases}
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{if } I > \xi_{1,\text{cont}}^{\text{pre}} \text{ and } g \leq \xi_{2,\text{cont}}^{\text{pre}}; \\
(s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } I \leq \xi_{1,\text{cont}}^{\text{pre}} \text{ and } I > \xi_{3,\text{cont}}^{\text{pre}} \text{ and } I > \xi_{4,\text{cont}}^{\text{pre}}; \\
(s_H + \Delta (\theta_L)/\gamma e, \theta_L, 0) & \text{if } \{I > \xi_{1,\text{cont}}^{\text{pre}} \text{ and } g > \xi_{2,\text{cont}}^{\text{pre}}\} \\
(s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - 2d_I \Delta (\theta_H), \theta_H, d_I) & \text{otherwise};
\end{cases}
\]

where \(d_I = I/(\varepsilon \theta_H g)\), \(\xi_{1,\text{cont}}^{\text{pre}} = \xi_1^{\text{pre}}, \xi_{2,\text{cont}}^{\text{pre}} = \xi_2^{\text{pre}} + \Delta (\theta_L)/\varepsilon, \xi_{3,\text{cont}}^{\text{pre}} = \xi_3^{\text{pre}} + \Delta (\theta_L), \xi_{4,\text{cont}}^{\text{pre}} =
\begin{cases}
e \theta_H g \left(1 - \frac{\beta(\theta_H) - \Delta (\theta_H)}{\varepsilon (1 - \theta_H) g - 2\Delta (\theta_H)}\right), & \text{for } g \in \left[\frac{2\Delta(\theta_H)}{\varepsilon (1-\theta_H)}, +\infty\right), \\
0, & \text{for } g \in \left[0, \frac{2\Delta(\theta_H)}{\varepsilon (1-\theta_H)}\right];
\end{cases}
\]

and

\[
\xi_{5,\text{cont}}^{\text{pre}} = \frac{\varepsilon g \theta_H^2}{\gamma e(1-\theta_H)[eg - 2\Delta (\theta_H)]}.
\]

By comparing \(\{w_{\text{pre}}^{\text{cont}}, \theta_{\text{pre}}^{\text{cont}}, d_{\text{pre}}^{\text{cont}}\}\) presented in Corollary 4 with \(\{w_{\text{pre}}, \theta_{\text{pre}}, d_{\text{pre}}\}\) presented in Proposition 1, we observe that the first two equilibrium outcomes correspond to the strategies of do-nothing and inspection-alone in the base model, respectively. The third equilibrium outcome
is parallel to the premium-alone strategy, but with a higher wholesale price of \( s_H + \Delta (\theta_L) / \gamma e \) than \( s_H + (1/(\gamma e) - 1) \Delta (\theta_L) \) in Proposition 1. The reason is that it is more costly for the manufacturer to incentivize the supplier not to hire child labor when the supplier has more flexibility in choosing a level of child labor employment. Lastly, the fourth equilibrium outcome in Corollary 4 indicates a new strategy, “partial-premium & inspection”. Under this strategy, the manufacturer conducts internal inspections (i.e., \( \theta_{cont}^{pre} = \theta_H \)) and pays a partial premium (i.e., \( w_{cont}^{pre} = s_H + \Delta(\theta_H) / \gamma e - 2d_I \Delta(\theta_H) \)) to induce the supplier to hire only a portion of workforce with child labor (i.e., \( d_{cont}^{pre} = d_I \in (0, 1) \)). The expected amount of child labor used for production under the new strategy is \( d_E = d_I (1 - \theta_H) = I (1 - \theta_H) / (ge\theta_H) \), which increases in \( I \) and decreases in \( g \) and \( e \).

Figure A.31 illustrates four strategies in equilibrium. It shows a structure similar to Figure 2.2 except the following two differences. First, the threshold lines \( \xi^{pre}_{2,cont} \) and \( \xi^{pre}_{3,cont} \) in Figure A.31 are higher than \( \xi^{pre}_{2} \) and \( \xi^{pre}_{3} \) in Figure 2.2, respectively, due to the higher wholesale price associated with the premium-alone strategy. Second, Figure A.31 shows a new area at the right bottom defined by thresholds \( \xi^{pre}_{4,cont} \) and \( \xi^{pre}_{5,cont} \), representing the parameter space where the partial-premium & inspection strategy is adopted.

The impact of goodwill cost \( g \) and inspection cost \( I \) on the manufacturer’s strategy and the amount of child labor remains mostly unaffected. From Figure A.31, we can observe that as \( g \) increases, the expected amount of child labor \( d_E \) decreases – this is also true when the manufacturer’s strategy changes from inspection-alone to partial-premium & inspection. When a lower inspection cost \( I \) induces the manufacturer to change her strategy from do-nothing to inspection-alone or from inspection-alone to partial-premium & inspection, the expected amount of child labor \( d_E \) decreases. On the other hand, a lower inspection cost \( I \) increases \( d_E \) when it induces the manufacturer to switch from premium-alone to inspection-alone or partial premium & inspection.

Next, the following corollary presents the equilibrium outcome in the post-Act scenario.

**Corollary 5** When the supplier chooses a portion of child labor \( d \in [0, 1] \), the subgame-perfect
Figure A.31: Equilibrium Outcomes in the Pre-Act Scenario under a Continuous Child Labor Decision.
equilibrium in the post-Act scenario is:
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where \( \xi_{1,\text{cont}} = \xi_{2,\text{cont}} = \xi_{3,\text{cont}} + \Delta (\theta_L) / e, \xi_{4,\text{cont}} = \xi_{5,\text{cont}} = \xi_{6,\text{cont}} = \frac{\xi_{5,\text{cont}}}{\xi_{6,\text{cont}}} - \Delta (\theta_H) + \Delta (\theta_L), \) and \( \xi_{6,\text{cont}} - \Delta (\theta_H). \)

Corollary 5 reveals that the manufacturer chooses one of the four equilibrium strategies as in the base model (cf. Proposition 2). Specifically, the first two strategies in Corollary 5 correspond to the strategies of do-nothing and inspection-alone, respectively, and the latter two strategies are parallel to the strategies of premium-alone and premium & inspection, respectively, with higher price premiums due to the same reason as in the pre-Act scenario. Therefore, one can infer that the structure of the equilibrium is also the same as that in the base model shown in Figure 2.3. The only difference is that the values of thresholds are changed as follows: \( \xi_{2,\text{cont}} > \xi_{2,\text{post}} > \xi_{3,\text{post}} > \xi_{5,\text{post}}, \xi_{4,\text{cont}} > \xi_{4,\text{post}}, \xi_{5,\text{cont}} > \xi_{5,\text{post}}, \) and \( \xi_{6,\text{cont}} < \xi_{6,\text{post}}. \)

Finally, we examine the effects of the Act by comparing the equilibrium outcomes in the pre-Act scenario (in Corollary 4) with those in the post-Act scenario (Corollary 5). Figure A.32 illustrates the equilibrium outcomes\(^1\), and shows that there are five areas in which the equilibrium outcomes are different between the two scenarios: \( R(a), R(b), R(c), R(d) \) and \( R(e) \). Table A.31 provides precise conditions for each of these five areas. We can observe that the four areas \( R(a) - R(d) \) in Table A.31 are the same as their respective area in Table 2.1 in the base model. The only difference lies in the area \( R(e) \), in which the manufacturer’s strategy changes from partial-premium & inspection to premium & inspection, but we can easily show that its impacts on the manufacturer’s profit, the supplier’s profit, and the amount of child labor are similar to those in \( R(c) \). Thus, the Act may still backfire and introduce more child labor in supply chains. strategy.

\(^1\)Similar to Figure 2.4, there are three possible comparison plots with different structures, but here we only show a representative one.
Table A.31: The Manufacturer’s Equilibrium Strategy: the Pre-Act Scenario vs. the Post-Act Scenario under a Continuous Child Labor Decision

<table>
<thead>
<tr>
<th>Area</th>
<th>Equilibrium Outcome (Pre-Act → Post-Act)</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R(a)$</td>
<td>Inspection Alone → Do-Nothing</td>
<td>$\xi_{post}^1 \leq I \leq \xi_{pre}^1$ and $I \leq \xi_{pre}^3$</td>
</tr>
<tr>
<td>$R(b)$</td>
<td>Premium Alone → Do-Nothing</td>
<td>$\xi_{pre}^3 \leq I \leq \xi_{pre}^1$ and $g \leq \xi_{pre}^2$</td>
</tr>
<tr>
<td>$R(c)$</td>
<td>Inspection Alone → Premium &amp; Inspection</td>
<td>$g \geq \xi_{post}^4$ and $\xi_{pre}^4 \leq I \leq \xi_{pre}^5$</td>
</tr>
<tr>
<td>$R(d)$</td>
<td>Premium Alone → Premium &amp; Inspection</td>
<td>$\xi_{pre}^5 \leq I \leq \xi_{post}^5$ and $I \geq \xi_{pre}^3$</td>
</tr>
<tr>
<td>$R(e)$</td>
<td>Partial-Premium &amp; Inspection → Premium &amp; Inspection</td>
<td>$g \geq \xi_{pre}^4$, $I &lt; \xi_{pre}^4$ and $I &lt; \xi_{pre}^5$</td>
</tr>
</tbody>
</table>

Figure A.32: Comparison of Equilibrium Outcomes between the Pre-Act Scenario and the Post-Act Scenario under a Continuous Child Labor Decision.
2 Mixed Strategy

In the base model we restrict our attentions on the case that the manufacturer and the supplier only choose a pure strategy on inspection level and child labor employment level. In this section, we analyze the case where the two players may choose a mixed strategy on the two decisions. The manufacturer’s decision on inspection is characterized by an “inspection” probability \( P_r \equiv P_r[\theta = \theta_H] \), and the supplier’s decision on child labor employment is characterized by a probability of employing child labor \( P_d \equiv P_r[d = 1] \). We present main results of this case in this section and provide a sketch of proof in Section D. Subscript “mixed” is used to denote equilibrium in this section.

The following corollary presents the equilibrium outcome in the pre-Act scenario.

**Corollary 6** When the manufacturer and the supplier adopt mixed strategy on inspection and child labor employment, the subgame-perfect equilibrium in the pre-Act scenario is:

\[
\begin{align*}
\{ w_{\text{pre \_ mixed}}, P_{\text{pre \_ mixed}}, P_{\text{pre \_ d \_ mixed}} \} &= \\
&= \begin{cases} 
(s_H - \Delta(\theta_L), 0, 1) & \text{if } I > \xi_{1, \text{mixed}}^{\text{pre}} \text{ and } g \leq \xi_{2, \text{mixed}}^{\text{pre}} \\
(s_H - \Delta(\theta_H), 1, 1) & \text{if } I \leq \xi_{1, \text{mixed}}^{\text{pre}} \text{ and } I \leq \xi_{3, \text{mixed}}^{\text{pre}} \text{ and } I > \xi_{4, \text{mixed}}^{\text{pre}} \\
\left(s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L), 0, 0\right) & \text{if } I > \xi_{1, \text{mixed}}^{\text{pre}} \text{ and } g > \xi_{2, \text{mixed}}^{\text{pre}} \\
\left(s_H + \frac{\Delta(\theta_H)}{\gamma e(1 - \theta_H)} - \Delta(\theta_H), 1, d_I \right) & \text{o.w.;}
\end{cases}
\end{align*}
\]

where \( d_I = I / (e\theta_H g) \), \( \xi_{1, \text{mixed}}^{\text{pre}} = \xi_{1}^{\text{pre}}, \xi_{2, \text{mixed}}^{\text{pre}} = \xi_{2}^{\text{pre}}, \xi_{3, \text{mixed}}^{\text{pre}} = \xi_{3}^{\text{pre}}, \xi_{4, \text{mixed}}^{\text{pre}} = eg\theta_H(1 - \theta_H) - \theta_H \Delta(\theta_H) / (\gamma e(1 - \theta_H)), \) and

\[
\begin{align*}
\xi_{5, \text{mixed}}^{\text{pre}} &= \theta_H \{(1 / (\gamma e(1 - \theta_L)) - 1) \Delta(\theta_L) - (1 / (\gamma e(1 - \theta_H)) - 1) \Delta(\theta_H)\}.
\end{align*}
\]

By comparing \( \{ w_{\text{pre \_ mixed}}, P_{\text{pre \_ mixed}}, P_{\text{pre \_ d \_ mixed}} \} \) presented in Corollary 6 with \( \{ w_{\text{cont}}, \theta_{\text{cont}}, d_{\text{cont}} \} \) presented in Corollary 4 in §C.1, we observe that the manufacturer chooses one of the four equilibrium strategies as in the case when the supplier may hire a portion of workforce with child labor (i.e., \( d \in [0, 1] \)). Specifically, the first two strategies in \( \{ w_{\text{pre \_ mixed}}, P_{\text{pre \_ mixed}}, P_{\text{pre \_ d \_ mixed}} \} \) and \( \{ w_{\text{cont}}, \theta_{\text{cont}}, d_{\text{cont}} \} \) are the same, corresponding to the strategies of do-nothing and inspection-alone in the base model. The third strategy is parallel to the premium-alone strategy, but with a wholesale price of
which is lower than \( s_H + \frac{\Delta(\theta_L)}{\gamma_e} - \Delta(\theta_L) \), in Corollary 4. The fourth strategy is parallel to the partial-premium & inspection strategy, but with a wholesale price of \( s_H + \frac{\Delta(\theta_H)}{\gamma_e(1-\theta_H)} - \Delta(\theta_H) \), which is independent of \( d_I \), whereas in Corollary 4 the wholesale price \( s_H + \frac{\Delta(\theta_H)}{\gamma_e(1-\theta_H)} - 2d_I \Delta(\theta_H) \) decreases in \( d_I \). The reason is as follows: when the supplier adopts a mixed strategy, the wholesale price always ensures that the supplier’s profits from hiring child labor and not hiring child labor are the same (i.e., \( \Pi(w, \theta, d = 1) = \Pi(w, \theta, d = 0) \)); In contrast, when the supplier adopts a continuous portion of child labor, under a higher level of child labor employment, the supplier earns a lower expected profit margin from hiring child labor (i.e., \( \frac{\partial \Pi(w, \theta, d)}{\partial d} \) decreases in \( d \)), and hence the manufacturer could pay a lower premium to incentivize the supplier not to hire child labor.

The above comparison indicates that the structure of the subgame equilibrium presented in Corollary 6 is similar to that illustrated in Figure A.31. This suggests that when the the manufacturer and the supplier adopt a mixed strategy on inspection and child labor employment, the impact of goodwill cost \( g \) and inspection cost \( I \) on the manufacturer’s strategy and the amount of child labor are mostly the same as in the case when the the supplier chooses a portion of child labor \( d \in [0, 1] \).

Next, the following corollary presents the equilibrium outcome in the post-Act scenario.

**Corollary 7** When the manufacturer and the supplier adopt mixed strategy on inspection and child labor employment, the subgame-perfect equilibrium in the post-Act scenario is the same as that in the base model given in (2.18).

In the post-Act scenario, since the manufacturer discloses her inspection decision to the supplier in advance, only pure strategy arises and the subgame equilibrium outcome is the same as in the base model. Therefore, one can infer that the structure of the equilibrium is also the same as that in the base model shown in Figure 2.3.

Finally, we examine the effects of the Act by comparing the equilibrium outcomes in the pre-Act scenario (in Corollary 6) with those in the post-Act scenario (Corollary 7). As suggested by the analysis of Corollary 6 and Corollary 7, the structure of the equilibrium in the pre-Act scenario is similar to that illustrated in Figure A.31 and the structure in the post-Act scenario is the same as presented in Figure 2.3. Therefore, the effects of the Act under the mixed strategy setting are similar to that illustrated in Figure A.32 and Table A.31. We can conclude that the Act may still
backfire and introduce more child labor in supply chains under the mixed strategy setting.

3 Socially Conscious Consumers

With socially conscious consumers, the consumer valuation function is $v' := v + \delta \theta$ in the post-Act scenario. In this case, the manufacturer’s profit function given in (2.1) is changed to

$$U_\delta(w, \theta, d) = v + \delta \theta - w - I(\theta) - \deg(1 - \theta).$$  \hspace{1cm} (A.10)

The equilibrium outcomes in the post-Act scenarios are summarized in the following corollary.

Corollary 8 With socially conscious consumers, the subgame-perfect equilibrium in the post-Act scenario is the same as that presented in Proposition 2 except the following changes in thresholds:

$\xi_{1, \delta}^{\text{post}} = \xi_{1}^{\text{post}} + \delta \theta_H$, $\xi_{3, \delta}^{\text{post}} = \xi_{3}^{\text{post}} + \delta \theta_H$, $\xi_{5, \delta}^{\text{post}} = \xi_{5}^{\text{post}} + \delta \theta_H$, and $\xi_{6, \delta}^{\text{post}} = \xi_{6}^{\text{post}} + \delta \theta_H$.

4 Decision of Compensation in Corrective Actions

When the manufacturer chooses the amount of compensation $m$ between low $m_L$ and high $m_H$, where $0 \leq m_L < m_H$, the subgame-perfect equilibria in the pre-Act and post-Act scenarios are given respectively as follows.

Corollary 9 When the manufacturer chooses $m \in \{m_L, m_H\}$ endogenously, the subgame-perfect equilibrium in the pre-Act scenario is

$$\{w_m^{\text{pre}}, \theta_m^{\text{pre}}, d_m^{\text{pre}}\} = \begin{cases} (s_H - \Delta (\theta_L, m_L), \theta_L, 1) & \text{if } I > \xi_{1,m}^{\text{pre}} \text{ and } g \leq \xi_{2,m}^{\text{pre}}; \\ (s_H - \Delta (\theta_H, m_L), m_L, \theta_H, 1) & \text{if } I < \xi_{1,m}^{\text{pre}} \text{ and } I \leq \xi_{3,m}^{\text{pre}}; \\ (s_H + \Delta (\theta_L, m_L) / \gamma e - \Delta (\theta_L, m_L), m_L, \theta_L, 0) & \text{otherwise}, \end{cases}$$

where $\xi_{1,m}^{\text{pre}} = e \theta_H g$, $\xi_{2,m}^{\text{pre}} = \Delta (\theta_L, m_L) / \gamma e^2$ and $\xi_{3,m}^{\text{pre}} = \Delta (\theta_L, m_L) / \gamma e + \Delta (\theta_H, m_L) - \Delta (\theta_L, m_L) - ge (1 - \theta_H)$.

Corollary 10 When the manufacturer chooses $m \in \{m_L, m_H\}$ endogenously, the subgame-perfect
equilibrium in the post-Act scenario is

\[
\{ w^{\text{post}}, m^{\text{post}}, \theta^{\text{post}}, d^{\text{post}} \} =
\begin{cases}
(s_H - \Delta(\theta_L, m_L), m_L, \theta_L, 1) & \text{if } g \leq \xi_{1,m}^{\text{post}}, I \geq \xi_{2,m}^{\text{post}}, I \geq \xi_{6,m}^{\text{post}}, \\
(s_H - \Delta(\theta_H, m_L), m_L, \theta_H, 1) & \text{if } I \leq \xi_{1,m}^{\text{post}}, I \leq \xi_{3,m}^{\text{post}}, g \leq \xi_{4,m}^{\text{post}}, \\
\left( s_H + \frac{\Delta(\theta_L, m_L)}{\gamma e} - \Delta(\theta_L, m_L), m_L, \theta_L, 0 \right) & \text{if } g \geq \xi_{2,m}^{\text{post}}, I \geq \xi_{3,m}^{\text{post}}, I \geq \xi_{5,m}^{\text{post}}, \\
\left( s_H + \frac{\Delta(\theta_H, m_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_H, m_H), m_H, \theta_H, 0 \right) & \text{if } g \leq \xi_{4,m}^{\text{post}}, I \leq \xi_{5,m}^{\text{post}}, I \leq \xi_{6,m}^{\text{post}},
\end{cases}
\]

where \( \xi_{1,m}^{\text{post}} = \Delta(\theta_H, m_L) - \Delta(\theta_L, m_L) + g e \theta_L \), \( \xi_{2,m}^{\text{post}} = \frac{\Delta(\theta_L, m_L)}{\gamma e^2}, \xi_{3,m}^{\text{post}} = \Delta(\theta_H, m_L) + \frac{\Delta(\theta_L, m_L)}{\gamma e} - \Delta(\theta_L, m_L) - g e (1 - \theta_H), \xi_{4,m}^{\text{post}} = \frac{\Delta(\theta_H, m_H)}{\gamma e^2 (1 - \theta_H)^2} - \frac{\Delta(\theta_H, m_H)}{e (1 - \theta_H)} + \frac{\Delta(\theta_H, m_L)}{e (1 - \theta_H)}, \xi_{5,m}^{\text{post}} = \Delta(\theta_H, m_H) - \frac{\Delta(\theta_L, m_H)}{\gamma e (1 - \theta_H)} + \frac{\Delta(\theta_L, m_L)}{\gamma e}, \text{ and } \xi_{6,m}^{\text{post}} = \Delta(\theta_H, m_H) + g e - \frac{\Delta(\theta_H, m_H)}{\gamma e (1 - \theta_H)} - \Delta(\theta_L, m_L).

5 Restricted Penalty Schemes

Under the penalty scheme that requires only corrective actions, the supplier’s decision on child labor depends entirely on the expected labor cost saving from using child labor \( \Delta(\theta) \) for \( \theta \in \{ \theta_L, \theta_H \} \) (see the definition of \( \Delta(\theta) \) in §2.6.3).

Corollary 11 Under the penalty scheme that requires only corrective actions, the following results hold:

(a) If \( \Delta(\theta_L) > 0 \geq \Delta(\theta_H) \), the supplier always employs child labor for any \( \theta \in \{ \theta_L, \theta_H \} \).
(b) If \( 0 \geq \Delta(\theta_L) > \Delta(\theta_H) \), the supplier always combats child labor for any \( \theta \in \{ \theta_L, \theta_H \} \).
(c) If \( \Delta(\theta_L) > 0 \geq \Delta(\theta_H) \), the supplier employs child labor if \( \theta = \theta_L \), and combats child labor otherwise.

In Corollary 11, cases (a) and (b) are somewhat unrealistic because the supplier’s decision on child labor is unaffected by the manufacturer’s inspection decision on \( \theta \). In case (c), the manufacturer can easily control the supplier’s use of child labor through internal inspections. In all cases, a wholesale price does not affect the supplier’s decision.
Under the zero-tolerance policy, the manufacturer terminates her contract with a supplier whenever child labor is found. In this case, the supplier’s profit function becomes

$$\Pi_{ct} (w, \theta, d) = (1 - \gamma d (\theta + (1 - \theta) e)) (w - s_H + d\Delta (0)).$$  \hspace{1cm} (A.11)

In (A.11), $w - s_H + d\Delta (0)$ represents the supplier’s profit when there is no risk of child labor being detected during inspections.\(^2\) The term $\gamma d (\theta + (1 - \theta) e) (w - s_H + d\Delta (0))$ represents the supplier’s expected opportunity cost of employing child labor, in which $\theta + (1 - \theta) e$ is the probability that the manufacturer will discontinue her contract with the supplier. The manufacturer’s profit function remains the same.

**Corollary 12** Under the zero-tolerance policy, the following results hold.

(a) The subgame-perfect equilibrium in the pre-Act scenario is

$$\{w_{ct}^{\text{pre}}, \theta_{ct}^{\text{pre}}, d_{ct}^{\text{pre}}\} = \begin{cases} (s_H - \Delta (0), \theta_L, 1) & \text{if } I > \xi_{1,ct}^{\text{pre}} \text{ and } g \leq \xi_{2,ct}^{\text{pre}}; \\ (s_H - \Delta (0), \theta_H, 1) & \text{if } I < \xi_{1,ct}^{\text{pre}} \text{ and } I \leq \xi_{3,ct}^{\text{pre}}; \\ (s_H + \Delta (0) / \gamma e - \Delta (0), \theta_L, 0) & \text{otherwise}, \end{cases}$$

where $\xi_{1,ct}^{\text{pre}} = e\theta_H g$, $\xi_{2,ct}^{\text{pre}} = \Delta (0) / \gamma e^2$ and $\xi_{3,ct}^{\text{pre}} = \Delta (0) / \gamma e - ge (1 - \theta_H)$.

(b) The subgame-perfect equilibrium in the post-Act scenario is

$$\{w_{ct}^{\text{post}}, \theta_{ct}^{\text{post}}, d_{ct}^{\text{post}}\} = \begin{cases} (s_H - \Delta (0), \theta_L, 1) & \text{if } I \geq \xi_{1,ct}^{\text{post}} \text{ and } g \leq \xi_{2,ct}^{\text{post}} \text{ and } I \geq \xi_{4,ct}^{\text{post}}; \\ (s_H - \Delta (0), \theta_H, 1) & \text{if } I \leq \xi_{1,ct}^{\text{post}} \text{ and } I \leq \xi_{3,ct}^{\text{post}} \text{ and } g \leq \xi_{5,ct}^{\text{post}}; \\ (s_H + (1 / (\gamma e)) - \Delta (0), \theta_L, 0) & \text{if } g \geq \xi_{2,ct}^{\text{post}} \text{ and } I \geq \xi_{5,ct}^{\text{post}} \text{ and } I \geq \xi_{6,ct}^{\text{post}}; \\ (s_H + (1 / [\theta (\theta_H + (1 - \theta_H) e)]) - 1) \Delta (0), \theta_H, 0) & \text{if } g \geq \xi_{4,ct}^{\text{post}} \text{ and } I \leq \xi_{5,ct}^{\text{post}} \text{ and } I \leq \xi_{6,ct}^{\text{post}}; \end{cases}$$

where $\xi_{1,ct}^{\text{post}} = e\theta_H g$, $\xi_{2,ct}^{\text{post}} = \Delta (0) / \gamma e^2$, $\xi_{3,ct}^{\text{post}} = \Delta (0) / \gamma e - ge (1 - \theta_H)$,

$$\xi_{4,ct}^{\text{post}} = \frac{\Delta (0)}{e(1-\theta_H)(\theta_H+(1-\theta_H)e)}, \quad \xi_{5,ct}^{\text{post}} = \frac{\Delta (0)}{\gamma e} - \frac{\Delta (\theta_H)}{\gamma(\theta_H+(1-\theta_H)e)}, \text{ and } \xi_{6,ct}^{\text{post}} = ge - \frac{\Delta (0)}{\gamma(\theta_H+(1-\theta_H)e)}.$$  

\(^2\)Since the supplier is not required to remove child labor detected in internal inspections, the supplier’s labor cost is either $s_H$ if $d = 0$ or $s_L$ if $d = 1$, even under a high inspection level ($\theta = \theta_H$).
A.4 Additional Proofs

Proof of Lemma 5. The first condition $\gamma e < \frac{1}{2 - \theta_H}$ ensures that $m_1 < m_2$ and there exists $m \in [m_1, m_2]$; The second condition $m > m_1$ suggests $\xi_{2}^{\text{post}} > \xi_{1}^{\text{post}}$. Given that $\xi_{2}^{\text{post}} > \xi_{4}^{\text{post}}$, program (A.1) can be simplified as follows:

\[
\max_{\theta \in \{\theta_L, \theta_H\}} \begin{cases} 
U (s_H - \Delta (\theta_L), \theta_L, 1), U (s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } g \leq \xi_{4}^{\text{post}}; \\
U (s_H - \Delta (\theta_L), \theta_L, 1), U \left( s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H), \theta_H, 0 \right) & \text{if } \xi_{4}^{\text{post}} < g \leq \xi_{2}^{\text{post}}; \\
U \left( s_H + \frac{\Delta(\theta_L)}{\gamma e (1 - \theta_H)} - \Delta (\theta_L), \theta_L, 0 \right), U \left( s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H), \theta_H, 0 \right) & \text{if } g > \xi_{2}^{\text{post}}. 
\end{cases}
\]

Therefore, we obtain the following results:

(i) $(s_H - \Delta (\theta_L), \theta_L, 1)$ is the equilibrium outcome if and only if $\{ g \leq \xi_{2}^{\text{post}}, I \geq \xi_{1}^{\text{post}} \}$ or $\{ \xi_{4}^{\text{post}} < g \leq \xi_{2}^{\text{post}}, I \geq \xi_{6}^{\text{post}} \}$, where

\[
U (s_H - \Delta (\theta_L), \theta_L, 1) \geq U \left( s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H), \theta_H, 0 \right)
\]

$\iff I \geq \Delta (\theta_H) - \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_L) + e g \equiv \xi_{6}^{\text{post}}.$

We can show that these conditions can be further simplified to $I \geq \xi_{1}^{\text{post}}, g \leq \xi_{2}^{\text{post}}, I \geq \xi_{6}^{\text{post}}$.

(ii) $(s_H - \Delta (\theta_H), \theta_L, 1)$ is the equilibrium outcome if and only if $g \leq \xi_{4}^{\text{post}}$ and $I \geq \xi_{1}^{\text{post}}$. In addition, the condition $m \leq m_2$ ensures that the parametric space for $(s_H - \Delta (\theta_H), \theta_H, 1)$ to be in equilibrium is not null; i.e., $m \leq m_2 \iff \{(I, g) | I \leq \xi_{4}^{\text{post}}, g \leq \xi_{4}^{\text{post}}, I \geq 0, g \geq 0 \}$

(iii) $\left( s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta (\theta_L), \theta_L, 0 \right)$ is the equilibrium outcome if and only if $g > \xi_{2}^{\text{post}}$ and $I \geq \xi_{5}^{\text{post}}$.

(iv) $\left( s_H + \frac{\Delta(\theta_H)}{\gamma e (1 - \theta_H)} - \Delta (\theta_H), \theta_H, 0 \right)$ is the equilibrium outcome if and only if $\{ \xi_{4}^{\text{post}} < g \leq \xi_{2}^{\text{post}}, I \leq \xi_{6}^{\text{post}} \}$ or $\{ g \geq \xi_{2}^{\text{post}}, I \leq \xi_{5}^{\text{post}} \}$. Similar to (ii), these conditions can be simplified to $\xi_{4}^{\text{post}} < g, I \leq \xi_{6}^{\text{post}}$ and $I \leq \xi_{5}^{\text{post}}$.

Proof of Lemma 6. Note that the equilibrium outcome presented in (A.9) in Lemma 6 is a special case of the outcome given in (A.8) presented in Lemma 5. To prove Lemma 6, we will show that under either condition (a) $\left\{ m_2 < m < \bar{m}, \gamma e < \frac{1}{2 - \theta_H} \right\}$ or (b) $\gamma e > \frac{1}{2 - \theta_H}$, the program (A.1) can be simplified as (A.12), and the parameter space for the outcome $(s_H - \Delta (\theta_H), \theta_H, 1)$ is null.

First, we show that either condition (a) $\left\{ m_2 < m < \bar{m}, \gamma e < \frac{1}{2 - \theta_H} \right\}$ or (b) $\gamma e > \frac{1}{2 - \theta_H}$
suggests \( m > m_1 \) and \( m > m_2 \). Condition (a) suggests \( \gamma e < \frac{1}{2 - \theta_H} \), which indicates \( m_2 > m_1 \) (cf. the proof of Lemma 5); moreover, since \( m > m_2 \) holds under condition (a), it is indicated that under condition (a), \( m > m_2 > m_1 \). Under condition (b), \( \gamma e > \frac{1}{2 - \theta_H} \) holds and indicates that \( m_2 < m_1 \) and \( m_1 < m \) (cf. the proof of Lemma 4); therefore, \( \forall m \in [m, m] \), it satisfies \( m > m_1 > m_2 \).

Second, we solve (A.12) as follows: given that \( m > m_1 \), the program (A.1) can be simplified as (A.12); moreover, when \( m > m_2 \) holds, the parameter space for the outcome \( (s_H - \Delta (\theta_H), \theta_H, 1) \) is null (cf. the proof of Lemma 5). As a result, we can remove the outcome \( (s_H - \Delta (\theta_H), \theta_H, 1) \) from the equilibrium presented in (A.8) as well as the corresponding conditions. Therefore, the equilibrium outcome in (A.8) reduces to (A.9).

**Proof of Corollary 4.** We prove the corollary via three steps: we first derive the supplier’s best response \( d_{pre}^{\text{cont}}(\theta, w) \) and the manufacturer’s best response \( \theta_{pre}^{\text{cont}}(d, w) \), then we show the Nash equilibrium \((\theta_{pre}^{\text{cont}}(w), d_{pre}^{\text{cont}}(w))\) at the production stage, finally we derive the subgame-perfect equilibrium in the pre-Act scenario under the new setting.

First, the following lemma presents the supplier’s best response \( d_{pre}^{\text{cont}}(\theta, w) \).

**Lemma 7** (a) In the pre-Act scenario, for any given \( w \), the supplier’s best response \( d_{pre}^{\text{cont}}(\theta, w) \) ∈ [0, 1] to the manufacturer’s decision on inspection level \( \theta \) is:

\[
d_{pre}^{\text{cont}}(\theta, w) = \begin{cases} 
1 & \text{if } w < s_H + \beta(\theta) - 2\Delta(\theta); \\
d_0(\theta, w) & \text{if } s_H + \beta(\theta) - 2\Delta(\theta) \leq w < s_H + \beta(\theta); \\
0 & \text{if } w \geq s_H + \beta(\theta),
\end{cases}
\]

where \( \beta(\theta) = \frac{\Delta(\theta)}{\gamma e (1 - \theta)} = \frac{(1 - \theta)(s_H - s_L) - m \theta}{\gamma e (1 - \theta)} \), and \( d_0(\theta, w) = \frac{1}{2\gamma e (1 - \theta)} \left( \frac{w - s_H}{2\Delta(\theta)} \right) \).

(b) \( d_{pre}^{\text{cont}}(\theta, w) \) is monotonically decreasing in \( w \).

(c) \( d_{pre}^{\text{cont}}(\theta, w) \) is monotonically decreasing in \( \theta \) under the following assumption (A3cont):

\[
2\gamma e \leq \frac{m}{(s_H - s_L + m)(1 - \theta_H)}.
\]

Proof: (a) Since \( \frac{\partial^2 \Pi}{\partial d^2} = -2\gamma e (1 - \theta) \Delta(\theta) > 0 \), \( \Pi(w, \theta, d) \) is strictly concave in \( d \) for any given \( w \) and \( \theta \). Therefore, the supplier’s best response on the child labor employment level can be derived
through first-order conditions. We discuss the results based on these cases.

Case 1: When \( w < s_H + \beta(\theta) - 2\Delta(\theta) \), we have \( d_0 > 1 \) and hence \( \frac{\partial \Pi}{\partial d} \geq 0 \) for \( d \in [0,1] \), so the best response \( d_{\text{pre}}^{\text{cont}}(\theta,w) = 1 \).

Case 2: When \( s_H + \beta(\theta) - 2\Delta(\theta) \leq w < s_H + \beta(\theta) \), we have \( 0 < d_0 \leq 1 \), so the best response \( d_{\text{pre}}^{\text{cont}}(\theta,w) = d_0 \).

Case 3: When \( w \geq s_H + \beta(\theta) \), we have \( d_0 \leq 0 \) and hence \( \frac{\partial \Pi}{\partial d} \leq 0 \) for all \( d \in [0,1] \), so the best response \( d_{\text{pre}}^{\text{cont}}(\theta,w) = 0 \). A combination of Case 1, 2 and 3 proves (A.14).

(b) From (A.14), it is straightforward to find that for any \( \theta \), \( d_{\text{pre}}^{\text{cont}}(\theta,w) \) is monotonically decreasing in \( w \): (c) Assumption (A.15) suggests \( 2 \gamma e \leq \frac{m}{(s_H - s_L + m)(1 - \theta_H)} \Longleftrightarrow \beta(\theta_L) - 2\Delta(\theta_L) \geq \beta(\theta_H) - 2\Delta(\theta_H) \), which indicates \( d_0(\theta_H, w) \leq d_0(\theta_L, w) \). Given that \( d_0(\theta_H, w) \leq d_0(\theta_L, w) \), it is not difficult to verify that for any \( w \), \( d_{\text{pre}}^{\text{cont}}(\theta,w) \) is monotonically decreasing in \( \theta \).

Remark 3 Assumption \((A_3^{\text{cont}})\) given in (A.15) is a counter-assumption of Assumption \((A3)\) under the base setting, and it ensures that the supplier’s expected profit from hiring child labor is lower when the manufacturer conducts inspections than when no inspections are undertaken; otherwise the supplier’s best response would be to hire more child labor when the manufacturer chooses a higher inspection level, which is unrealistic and thus not considered.

Assumption \((A_3^{\text{cont}})\) in (A.15) holds if and only if \( \theta_H \geq 1 - \frac{m}{2(s_H - s_L + m) \gamma e} \). To ensure that there exists such a \( \theta_H \) that satisfies both Assumption \((A2)\) and Assumption \((A_3^{\text{cont}})\), we need to have \( 1 - \frac{m}{2(s_H - s_L + m) \gamma e} \leq \frac{s_H - s_L}{s_H - s_L + m} \), which indicates another assumption under the setting of a continuous child labor decision, \( \gamma e \leq \frac{1}{2} \); otherwise if \( \gamma e > \frac{1}{2} \), Assumption \((A_3^{\text{cont}})\) will always be violated.

The manufacturer’s best response function \( \theta_{\text{pre}}^{\text{cont}}(d,w) \) to the supplier’s decision on \( d \) for any given \( w \) is:

\[
\theta_{\text{pre}}^{\text{cont}}(d,w) = \begin{cases} 
\theta_H & \text{if } d \geq d_I; \\
\theta_L & \text{if } d < d_I.
\end{cases}
\]

(A.16)

Second, by examining \( d_{\text{pre}}^{\text{cont}}(\theta,w) \) in (A.14) and \( \theta_{\text{pre}}^{\text{cont}}(d,w) \) in (A.16), we obtain a fixed point \( (\theta_{\text{pre}}^{\text{cont}}(w), d_{\text{pre}}^{\text{cont}}(w)) \) that satisfies \( \theta_{\text{pre}}^{\text{cont}}(w) = \theta_{\text{pre}}^{\text{cont}}(d_{\text{pre}}^{\text{cont}}(w), w) \) and \( d_{\text{pre}}^{\text{cont}}(w) = d_{\text{pre}}^{\text{cont}}(\theta_{\text{pre}}^{\text{cont}}(w), w) \), which is shown in the following lemma.
Lemma 8 When the supplier can choose a continuous level of child labor employment, for any given \( w \), at the production stage the supplier’s and the manufacturer’s decision on child labor employment and inspection level \( (\theta_{\text{cont}}^p(w), d_{\text{cont}}^p(w)) \) is:

(a) When \( I > e_{HG} \),

\[
(\theta_{\text{cont}}^p(w), d_{\text{cont}}^p(w)) = (\theta_L, d_{\text{cont}}^p(\theta_L, w))
\]

\[
= \begin{cases} 
(\theta_L, 1) & \text{if } w < s_H + \beta(\theta_L) - 2\Delta(\theta_L); \\
(\theta_L, d_0(\theta_L, w)) & \text{if } s_H + \beta(\theta_L) - 2\Delta(\theta_L) \leq w < s_H + \beta(\theta_L); \\
(\theta_L, 0) & \text{if } w \geq s_H + \beta(\theta_L). 
\end{cases}
\]

\( (A.17) \)

(b) When \( I \leq e_{HG} \):

\[
(\theta_{\text{cont}}^p(w), d_{\text{cont}}^p(w)) =
\]

\[
= \begin{cases} 
(\theta_H, 1) & \text{if } w \leq s_H + \beta(\theta_H) - 2\Delta(\theta_H); \\
(\theta_H, d_0(\theta_H, w)) & \text{if } s_H + \beta(\theta_H) - 2\Delta(\theta_H) \leq w \leq s_H + \beta(\theta_H) - 2d_I\Delta(\theta_H); \\
(\theta_L, d_0(\theta_L, w)) & \text{if } s_H + \beta(\theta_L) - 2d_I\Delta(\theta_L) \leq w \leq s_H + \beta(\theta_L); \\
(\theta_L, 0) & \text{if } w \geq s_H + \beta(\theta_L). 
\end{cases}
\]

\( (A.18) \)

The proof of Lemma 8 is omitted and can be provided under request. The equilibrium outcome shown in (A.17) and (A.18) is unique because (i) Lemma 7 suggests that \( d_{\text{cont}}^p(\theta, w) \) is monotonically decreasing in \( \theta \) and (ii) \( \theta_{\text{cont}}^p(d, w) \) given in (A.16) strictly increases in \( d \).

Finally, we substitute the unique equilibrium outcome \( (\theta_{\text{cont}}^p(w), d_{\text{cont}}^p(w)) \) given in Lemma 8 into the maximization program (2.12) to solve for the subgame-perfect equilibrium in the pre-Act scenario. We discuss two cases.

Case 1: \( I > e_{HG} \). Substituting \( (\theta_{\text{cont}}^p(w), d_{\text{cont}}^p(w)) \) in (A.17) into program (2.12) yields:

\[
\max_w U(w, \theta_L, 1) \quad \text{if } w \in [s_H - \Delta(\theta_L), s_H + \beta(\theta_L) - 2\Delta(\theta_L)];
\]

\[
U(w, \theta_L, d_0(\theta_L, w)) \quad \text{if } w \in [s_H + \beta(\theta_L) - 2\Delta(\theta_L), s_H + \beta(\theta_L)];
\]

\[
U(w, \theta_L, 0) \quad \text{if } w \in [s_H + \beta(\theta_L), +\infty).
\]
We further obtain the following subgame-perfect equilibrium when \( I > \epsilon \):  

\[
(u_{\text{cont}}^{\text{pre}}, d_{\text{cont}}^{\text{pre}}) = \begin{cases} 
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{if } I > \xi_{1, \text{cont}}^{\text{pre}} \text{ and } g \leq \xi_{2, \text{cont}}^{\text{pre}}; \\
(s_H + \Delta (\theta_L)/\gamma e, \theta_L, 0) & \text{if } I > \xi_{1, \text{cont}}^{\text{pre}} \text{ and } g > \xi_{2, \text{cont}}^{\text{pre}}.
\end{cases}
\]  

(A.19)

Case 2: \( I \leq \epsilon \). Substituting \((\theta_{\text{cont}}^{\text{pre}}(w), d_{\text{cont}}^{\text{pre}}(w))\) in (A.18) into program (2.12) yields:

\[
\max_w U(w, \theta, H) \begin{cases} 
U(w, \theta, 1) & \text{if } w \in [s_H - \Delta (\theta_H), s_H + \beta (\theta_H) - 2\Delta (\theta_H)]; \\
U(w, \theta, d_0(\theta, w)) & \text{if } w \in [s_H + \beta (\theta_H) - 2\Delta (\theta_H), s_H + \beta (\theta_H) - 2d_1 \Delta (\theta_H)]; \\
U(w, \theta_L, 0) & \text{if } w \in [s_H + \beta (\theta_L), +\infty).
\end{cases}
\]

Further analysis indicates that the equilibrium wholesale price \( u_{\text{cont}}^{\text{pre}} \) is one of three options: \( s_H - \Delta (\theta_H) \), \( s_H + \beta (\theta_H) - 2d_1 \Delta (\theta_H) \) and \( s_H + \beta (\theta_L) \). By comparing the three options pair by pair, we obtain the following results: when \( I \leq \epsilon \),

\[
u_{\text{cont}}^{\text{pre}} = \begin{cases} 
s_H - \Delta (\theta_H) & \text{if } \xi_{4, \text{cont}}^{\text{pre}} \leq I \leq \xi_{3, \text{cont}}^{\text{pre}}; \\
s_H + \beta (\theta_L) & \text{if } I > \xi_{3, \text{cont}}^{\text{pre}}, I > \xi_{5, \text{cont}}^{\text{pre}}; \\
s_H + \beta (\theta_H) - 2d_1 \Delta (\theta_H) & \text{if } I < \xi_{5, \text{cont}}^{\text{pre}}, I < \xi_{4, \text{cont}}^{\text{pre}}.
\end{cases}
\]

Therefore, for \( I \leq \epsilon \equiv \xi_{1, \text{cont}}^{\text{pre}} \), the subgame-perfect equilibrium is

\[
(u_{\text{cont}}^{\text{pre}}, \theta_{\text{cont}}^{\text{pre}}, d_{\text{cont}}^{\text{pre}}) = \begin{cases} 
(s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } I \leq \xi_{1, \text{cont}}^{\text{pre}}, I \leq \xi_{3, \text{cont}}^{\text{pre}}, I > \xi_{4, \text{cont}}^{\text{pre}}; \\
(s_H + \Delta (\theta_L)/\gamma e, \theta_L, 0) & \text{if } I \leq \xi_{1, \text{cont}}^{\text{pre}}, I > \xi_{3, \text{cont}}^{\text{pre}}, I > \xi_{5, \text{cont}}^{\text{pre}}; \\
(s_H + \beta (\theta_H) - 2d_1 \Delta (\theta_H) & \text{if } I \leq \xi_{1, \text{cont}}^{\text{pre}}, I \leq \xi_{5, \text{cont}}^{\text{pre}}, I \leq \xi_{4, \text{cont}}^{\text{pre}}.
\end{cases}
\]  

(A.20)

A combination of (A.19) and (A.20) proves the corollary. 

**Proof of Corollary 5.** Similar to the proof of Proposition 2, in the following we first simplify the program (2.17), and then solve for the subgame-perfect equilibrium through three lemmas.
First, substituting $d^{\text{post}}_{\text{cont}}(\theta, w) = d^{\text{pre}}_{\text{cont}}(\theta, w)$ given in (A.14) into (2.17) yields:

$$
\max_{w, \theta} \begin{cases} 
U(w, \theta, 1) & \text{if } w \in [s_H - \Delta(\theta), s_H + \beta(\theta) - 2\Delta(\theta)]; \\
U(w, \theta, d_0(\theta, w)) & \text{if } w \in [s_H + \beta(\theta) - 2\Delta(\theta), s_H + \beta(\theta)); \\
U(w, \theta, 0) & \text{if } w \in [s_H + \beta(\theta), +\infty). 
\end{cases}
$$

We can further simplify the above program as:

$$
\max_{\theta} \begin{cases} 
U(s_H - \Delta(\theta), \theta, 1) = v - (s_H - \Delta(\theta)) - I(\theta) - e \,(1 - \theta) g; \\
U(s_H + \frac{\Delta(\theta)}{\gamma e(1-\theta)}, \theta, 0) = v - (s_H + \frac{\Delta(\theta)}{\gamma e(1-\theta)}) - I(\theta). 
\end{cases}
$$

The analysis of (A.21) is quite similar to the analysis of (A.1). Similar to the proof of Proposition 2, in the rest of the proof, we provide the remaining conditions under three possible structures of the equilibrium outcome that depend on the value of $m$. Lemmas 9, 10 and 11 together prove Corollary 5. The proofs of the three lemma are omitted and can be provided under request. For convenience, we rewrite assumptions (A2) and (A3$^\text{cont}$), respectively, as $m \leq m^\text{cont} \equiv \frac{(1 - \theta_H)(s_H - s_L)}{\theta_H}$ and $m \geq m^\text{cont}_1 \equiv \frac{2\gamma e (1 - \theta_H) (s_H - s_L)}{1 - 2\gamma e (1 - \theta_H)}$.

**Lemma 9** When the supplier can choose a continuous level of child labor employment, under the conditions $\gamma e < \frac{-2 + \theta_H + \sqrt{-2 + \theta_H}}{2(1 - \theta_H)}$ and $m^\text{cont} \leq m < m^\text{cont}_1 \equiv \frac{(1 - \theta_H)(s_H - s_L)}{1 + \gamma e (1 - \theta_H)}$, the equilibrium outcome of program (A.21) is

$$
\left\{ \begin{array}{ll}
(w^\text{post}_{\text{cont}}, \theta^\text{post}_{\text{cont}}, \epsilon^\text{post}_{\text{cont}}) = & \\
(s_H - \Delta(\theta_L), \theta_L, 1) & \text{if } I \geq \xi^\text{post}_{1,\text{cont}}, g \leq \xi^\text{post}_{2,\text{cont}}; \\
(s_H - \Delta(\theta_H), \theta_H, 1) & \text{if } I \leq \xi^\text{post}_{1,\text{cont}}, I \leq \xi^\text{post}_{4,\text{cont}}, g \leq \xi^\text{post}_{3,\text{cont}}; \\
(s_H + \Delta(\theta_L) / (\gamma e), \theta_L, 0) & \text{if } g \geq \xi^\text{post}_{2,\text{cont}}, I \geq \xi^\text{post}_{5,\text{cont}}, I \geq \xi^\text{post}_{4,\text{cont}}; \\
(s_H + \Delta(\theta_H) / (\gamma e (1 - \theta_H)), \theta_H, 0) & \text{if } g \geq \xi^\text{post}_{4,\text{cont}}, I \leq \xi^\text{post}_{5,\text{cont}}.
\end{array} \right.
$$

**Lemma 10** When the supplier can choose a continuous level of child labor employment, under the conditions $\gamma e < \frac{-2 + \sqrt{-2 + \theta_H}}{2(1 - \theta_H)}$ and $m^\text{cont}_1 \leq m \leq m^\text{cont}_2 \equiv \frac{(s_H - s_L)(1 - \theta_H)}{\gamma e (1 - \theta_H) + \theta_H}$, the equilibrium outcome
of program (A.21) is
\[
\begin{align*}
\{ w_{\text{cont}}, q_{\text{cont}}, d_{\text{cont}} \} &= \\
&= \begin{cases}
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{if } I \geq \xi_{1,\text{cont}}, g \leq \xi_{2,\text{cont}}, I \geq \xi_{6,\text{cont}}; \\
(s_H - \Delta (\theta_H), \theta_H, 1) & \text{if } I \leq \xi_{2,\text{cont}}, g \leq \xi_{4,\text{cont}}; \\
(s_H + \Delta (\theta_L) / (\gamma e), \theta_L, 0) & \text{if } g \geq \xi_{2,\text{cont}}, I \geq \xi_{5,\text{cont}}; \\
(s_H + \Delta (\theta_H) / (\gamma e (1 - \theta_H)), \theta_H, 0) & \text{if } I \leq \xi_{6,\text{cont}}, g \geq \xi_{4,\text{cont}}, I \leq \xi_{5,\text{cont}}.
\end{cases}
\end{align*}
\]

Lemma 11 When the supplier can choose a continuous level of child labor employment, under the conditions \( m_{2,\text{cont}} < m < m_{1,\text{cont}} \), the equilibrium outcome of program (A.21) is
\[
\begin{align*}
\{ w_{\text{cont}}, q_{\text{cont}}, d_{\text{cont}} \} &= \\
&= \begin{cases}
(s_H - \Delta (\theta_L), \theta_L, 1) & \text{if } g \leq \xi_{2,\text{cont}}, I \geq \xi_{6,\text{cont}}; \\
(s_H + \Delta (\theta_L) / (\gamma e), \theta_L, 0) & \text{if } g \geq \xi_{2,\text{cont}}, I \geq \xi_{5,\text{cont}}; \\
(s_H + \Delta (\theta_H) / (\gamma e (1 - \theta_H)), \theta_H, 0) & \text{if } I \leq \xi_{6,\text{cont}}, g \geq \xi_{4,\text{cont}}, I \leq \xi_{5,\text{cont}}.
\end{cases}
\end{align*}
\]

Proof of Corollary 6. We first derive the (mixed) Nash equilibrium \( (P_{\text{pre}}^{\theta} (w), P_{\text{pre}}^{d} (w)) \) in the simultaneous game under a fixed wholesale price \( w \), then derive the subgame perfect equilibrium.

First, under any given wholesale price \( w \), the following table presents the strategic form of the subgame. The top expression in each cell is the expected profit of the supplier derived based on (2.3), and the bottom expression is the profit of the manufacturer derived based on (2.1).

<table>
<thead>
<tr>
<th></th>
<th>( \theta = \theta_L )</th>
<th>( \theta = \theta_H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d = 0 )</td>
<td>((w - s_H, v-w))</td>
<td>((w - s_H, v-w-te))</td>
</tr>
<tr>
<td>( d = 1 )</td>
<td>( (1 - \gamma e) \left( (w - s_H + \Delta (\theta_L)), v-w-te \right) )</td>
<td>( (1 - \gamma e (1 - \theta_H)) (w - s_H + \Delta (\theta_H)), v-w-te (1 - \theta_H) - I )</td>
</tr>
</tbody>
</table>

Based on the table above, it is not difficult to derive the supplier’s and the manufacturer’s best response functions. The supplier’s best response is
\[
P_{\text{pre}}^{d} (P_{\theta}, w) = \begin{cases}
1 & \text{if } P_{\theta} < f (w) \\
x \in [0, 1] & \text{if } P_{\theta} = f (w) \\
0 & \text{if } P_{\theta} > f (w)
\end{cases}
\]
where \( f(w) = \frac{\Delta(\theta_L) - \gamma^c(w - s_H + \Delta(\theta_L))}{\Delta(\theta_L) - \gamma^c(w - s_H + \Delta(\theta_L)) - (\Delta(\theta_H) - \gamma^c(1 - \theta_H)[w - s_H + \Delta(\theta_H)])} \), and \( x \) denotes any value between 0 and 1. The manufacturer’s best response is:

\[
P_{\theta}^{pre}(P_d, w) = \begin{cases} 
1 & \text{if } P_d > d_I \\
x \in [0, 1] & \text{if } P_d = d_I \\
0 & \text{if } P_d < d_I.
\end{cases}
\]

Based on the two players’ best responses, we obtain the Nash equilibrium \((P_{\theta}^{pre}(w), P_d^{pre}(w))\) for any given wholesale price \(w\) in the simultaneous subgame:

\[
(P_{\theta}^{pre}(w), P_d^{pre}(w)) = \begin{cases} 
(0, 0) & \text{if } w > s_H + \frac{\Delta(\theta_L)}{\gamma^c} - \Delta(\theta_L) \\
(0, x \in [0, \min(d_I, 1)]) & \text{if } w = s_H + \frac{\Delta(\theta_L)}{\gamma^c} - \Delta(\theta_L) \iff f(w) = 0 \\
(0, 1) & \text{if } w < s_H + \frac{\Delta(\theta_L)}{\gamma^c} - \Delta(\theta_L) \text{ and } I > e\theta_H g \\
(f(w), d_I) & \text{if } s_H + \frac{\Delta(\theta_H)}{\gamma^c(1 - \theta_H)} - \Delta(\theta_H) < w < s_H + \frac{\Delta(\theta_L)}{\gamma^c} - \Delta(\theta_L) \text{ and } I < e\theta_H g \\
(x \in [0, f(w)], 1) & \text{if } s_H + \frac{\Delta(\theta_H)}{\gamma^c(1 - \theta_H)} - \Delta(\theta_H) < w < s_H + \frac{\Delta(\theta_L)}{\gamma^c} - \Delta(\theta_L) \text{ and } I = e\theta_H g \\
(1, x \in [d_I, 1]) & \text{if } w = s_H + \frac{\Delta(\theta_H)}{\gamma^c(1 - \theta_H)} - \Delta(\theta_H) \iff f(w) = 1 \text{ and } I < e\theta_H g \\
(1, 1) & \text{if } w < s_H + \frac{\Delta(\theta_H)}{\gamma^c(1 - \theta_H)} - \Delta(\theta_H) \text{ and } I < e\theta_H g \\
(x \in [0, 1], 1) & \text{if } w \leq s_H + \frac{\Delta(\theta_H)}{\gamma^c(1 - \theta_H)} - \Delta(\theta_H) \text{ and } I = e\theta_H g
\end{cases}
\]

(A.22)

where \( x \) denotes any value within the given bound.

To proceed, we need to refine the multiple equilibria \((P_{\theta}^{pre}(w), P_d^{pre}(w))\) given in (A.22). We adopt the following rule: if one player are indifferent between multiple actions, the player would choose an action that maximizes the other player’s profit. In particular, if the supplier can choose an arbitrary probability on employing child labor (e.g., \(P_d^{pre}(w) = x \in [0, \min(d_I, 1)]\)), the supplier is supposed not to hire child labor (e.g., \(P_d^{pre}(w) = 0\)), because zero child labor employment minimizes the manufacturer’s goodwill loss. Or if the manufacturer can choose an arbitrary probability on undertaking inspections or not, the manufacturer would choose not to undertake inspections when the supplier hires child labor because the supplier’s expected profit from hiring child labor is lower when the manufacturer conducts inspections than when no inspections are undertaken (cf. (2.8)).
As a result, the mixed equilibrium \((P^\text{pre}_\theta (w), P^\text{pre}_d (w))\) is refined as follows:

\[
\begin{align*}
(P^\text{pre}_\theta (w), P^\text{pre}_d (w)) &= \\
&= \begin{cases} 
(0,0) & \text{if } w \geq s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \\
(0,1) & \text{if } w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \text{ and } I \geq e\theta_Hg \\
(1,1) & \text{if } w < s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H) \text{ and } I < e\theta_Hg \\
(f(w),d_I) & \text{if } s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H) \leq w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \text{ and } I < e\theta_Hg 
\end{cases} 
\end{align*}
\]

(A.23)

By comparing the mixed Nash equilibrium \((P^\text{pre}_\theta (w), P^\text{pre}_d (w))\) given in (A.23) with \((P^\text{pre}_\theta (w), P^\text{pre}_d (w))\) given in (2.11), we can infer that the first three Nash equilibrium outcomes in (A.23) are the same as the three pure strategies in (2.11), respectively. Only the last outcome \((d_I, f(w))\) constitutes a mixed Nash equilibrium.

Second, similar to the proof of Proposition 1, we substitute \((P^\text{pre}_\theta (w), P^\text{pre}_d (w))\) given in (A.23) into a revised maximization program (2.12), in which \((\theta^\text{pre}_\theta (w), \theta^\text{pre}_d (w))\) is replaced with \((P^\text{pre}_\theta (w), P^\text{pre}_d (w))\), the constraints (2.5)-(2.7) are revised accordingly, and the profit functions are also revised to fit in the mixed strategy settings. The revised program can be simplified as:

\[
\max_w \begin{cases}
U(w, \theta_L, 0) = v - w \text{ where } w = s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \\
U(w, \theta_L, 1) = v - w - e g \text{ where } w = s_H - \Delta(\theta_L) & \text{if } I \geq \xi^\text{pre}_{1,\text{mixed}}; \\
U(w, \theta_H, 1) = v - w - e g \text{ where } w = s_H - \Delta(\theta_H) & \text{if } I < \xi^\text{pre}_{1,\text{mixed}}; \\
d_I U(w, \theta_H, 1) + (1 - d_I) U(w, \theta_H, 0) = v - w - \frac{1}{\theta_H} & \text{if } I < \xi^\text{pre}_{1,\text{mixed}};
\end{cases}
\]

where \(w = s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H)\)

The simplification for the first three pure strategies are the same as that given in the proof of Proposition 1. The only difference lies in the simplification for the mixed equilibrium \((d_I, f(w))\). In the simplification, \((d_I, f(w))\) is reduced to be \((d_I, 1)\) with a wholesale price \(w = s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H)\). The reason is as follows. Under the mixed equilibrium \((d_I, f(w))\), the manufacturer’s profit is

\[
f(w)(d_I U(w, \theta_H, 1) + (1 - d_I) U(w, \theta_H, 0)) = v - w - \frac{1}{\theta_H} = v - w - I (f(w) - e g d_I (1 - f(w) \theta_H)) \\
= v - w - I \cdot f(w) - e g d_I (1 - f(w) \theta_H) \overset{d_I = I/\theta_Hg}{=} v - w - I/\theta_H,
\]
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which linearly decreases in \( w \). Therefore, under the constraint \( s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H) \leq w < s_H + \frac{\Delta(\theta_L)}{\gamma e} - \Delta(\theta_L) \) and a revised (2.5), the optimal wholesale price for the manufacturer to induce the mixed equilibrium \( (d_I, f(w)) \) is \( w = s_H + \frac{\Delta(\theta_H)}{\gamma e(1-\theta_H)} - \Delta(\theta_H) \), which suggests that \( P_{\theta}^{\text{pre}}(w) = 1 \).

Lastly, we solve for the equilibrium wholesale price \( w_{\text{mixed}}^{\text{pre}} \). The procedure is similar to the proof of Proposition 1 and is omitted here. \( \blacksquare \)

**Proof of Corollary 7.** The proof is provided in the main body.

**Proof of Corollary 8.** Corollary 8 can be proved by replicating the proof of proposition 2 with \( U(w, \theta, d) \) replaced by \( U_5(w, \theta, d) \) defined in (A.10). It is not difficult to verify that the equilibrium outcome would be affected by the new setting in that the thresholds would change as follows: \( \xi_{i}^{\text{pre}}(x) \equiv \xi_{i}^{\text{post}} \) where \( i = 2, 4 \) (see (A.2) and (A.3)); and \( \xi_{i}^{\text{pre}} \equiv \xi_{i}^{\text{post}} + \delta \theta_H \) where \( i = 1, 3, 5, 6 \) (see (A.5), (A.6), (A.7) and (A.13)). \( \blacksquare \)

**Proof of Corollary 9.** Similar to the derivation of the subgame-perfect equilibrium in the pre-Act scenario in the base setting, we will first derive the two players’ best response, and then characterize Nash equilibrium in the subgame and finally the subgame-perfect equilibrium. Before we proceed, we introduce a counter-assumption to Assumption (A2). We assume that the supplier could save his labor cost (in expectation) by hiring child labor even when the manufacturer has chosen to undertake internal inspections; i.e., \( \Delta(\theta_H, m_L) \geq 0 \) and \( \Delta(\theta_H, m_H) \geq 0 \). Since \( m_L < m_H \), to ensure \( \Delta(\theta_H, m_L) \geq \Delta(\theta_H, m_H) \), we have Assumption (A2’): \( m_L < m_H \leq m = \frac{(1-\theta_H)(s_H-s_L)}{\theta_H} \).

First, under the new setting, for any given \( w \), the supplier’s best response child labor decision to the manufacturer’s decision on \( \theta \) and \( m \) is

\[
\begin{align*}
&d_{\theta}^{\text{pre}}(\theta, m, w) = 1 \quad \forall \theta \in \{\theta_L, \theta_H\}, \forall m \in \{\theta_L, \theta_H\} \text{ for } w \in [0, \beta(\theta_H, m_H)]; \\
&\begin{cases}
  d_{\theta}^{\text{pre}}(\theta_L, m, w) = d_{\theta}^{\text{pre}}(\theta_L, m_H, w) = 1 & \text{for } w \in [\beta(\theta_H, m_H), \beta(\theta_H, m_L)]; \\
  d_{\theta}^{\text{pre}}(\theta_H, m, w) = 1, d_{\theta}^{\text{pre}}(\theta_H, m_H, w) = 0 & \text{for } w \in [\beta(\theta_H, m_H), \beta(\theta_H, m_L)]; \\
  d_{\theta}^{\text{pre}}(\theta_L, m, w) = 1 \text{ and } d_{\theta}^{\text{pre}}(\theta_H, m, w) = 0 \quad \forall m \in \{\theta_L, \theta_H\} \text{ for } w \in [\beta(\theta_H, m_L), \beta(\theta_L, m_L)]; \\
  d_{\theta}^{\text{pre}}(\theta, m, w) = 0 \quad \forall \theta \in \{\theta_L, \theta_H\}, \forall m \in \{\theta_L, \theta_H\} \text{ for } w \in [\beta(\theta_L, m_L), +\infty),
\end{cases}
\end{align*}
\]

(A.24)

where \( \beta(\theta, m) = s_H + \frac{\Delta(\theta, m)}{\gamma e(1-\theta)} - \Delta(\theta) \). Note that the above best response function holds under the assumption (A3’): \( \beta(\theta_H, m_L) < \beta(\theta_L, m_L) \Leftrightarrow m_L > m = \frac{\gamma e(1-\theta_H)(s_H-s_L)}{1-\gamma e(1-\theta_H)}, \) which is a
counterpart assumption of Assumption (A3) under the base setting. Correspondingly, for any given \(w\) the manufacturer’s best response to the supplier’s decision \(d\) are:

\[
\{\theta^{\text{pre}}, m^{\text{pre}}\}(d = 0, w) = \{\theta_L, m_L\};
\]

\[
\{\theta^{\text{pre}}, m^{\text{pre}}\}(d = 1, w) = \begin{cases} 
\{\theta_H, m_L\} \text{ or } \{\theta_H, m_H\} & \text{if } I < e\theta_H g; \\
\{\theta_L, m_L\} & \text{if } I \geq e\theta_H g.
\end{cases}
\]

Second, by examining \(d^{\text{pre}}(\theta, m, w)\) and \(\{\theta^{\text{pre}}, m^{\text{pre}}\}(d, w)\), we derive a fixed point \((\theta^{\text{pre}}(w), m^{\text{pre}}(w), d^{\text{pre}}(w))\) that satisfies

\[
\{\theta^{\text{pre}}(w), m^{\text{pre}}(w)\} = \{\theta^{\text{pre}}, m^{\text{pre}}\}(d^{\text{pre}}(w), w)
\]

\[
d^{\text{pre}}(w) = d^{\text{pre}}(\{\theta^{\text{pre}}(w), m^{\text{pre}}(w)\}, w).
\]

We obtain the following result:

\[
(\theta^{\text{pre}}(w), m^{\text{pre}}(w), d^{\text{pre}}(w)) = \begin{cases} 
(\theta_L, m_L, 1) & \text{if } I \geq e\theta_H g \text{ and } w < \beta(\theta_L, m_L); \\
(\theta_H, m_L, 1) \text{ or } (\theta_H, m_H, 1) & \text{if } I < e\theta_H g \text{ and } w < \beta(\theta_H, m_H); \\
(\theta_H, m_L, 1) & \text{if } I < e\theta_H g \text{ and } \beta(\theta_H, m_H) \leq w < \beta(\theta_H, m_L); \\
(\theta_L, m_L, 0) & \text{if } w \geq \beta(\theta_L, m_L).
\end{cases}
\]

The equilibrium \((\theta^{\text{pre}}(w), m^{\text{pre}}(w), d^{\text{pre}}(w))\) given in (A.25) is not unique when \(I < e\theta_H g\) and \(w < \beta(\theta_H, m_H)\). However, later analysis would show that at the contract stage (S1) the manufacturer would prefer to offer a wholesale price to induce \(\{\theta_H, m_L, 1\}\) rather than \(\{\theta_H, m_H, 1\}\) because the wholesale price for \(\{\theta_H, m_L, 1\}\) is lower.

Finally, similar to the proof of Proposition 1, we substitute the equilibrium outcome \((\theta^{\text{pre}}(w), m^{\text{pre}}(w), d^{\text{pre}}(w))\) given in (A.25) into the revised maximization program (2.12), and then solve for the subgame-perfect equilibrium in the pre-Act scenario under the new setting. The derivation is omitted here as it is a replication of the proof of Proposition 1 with one only change that replaces \(\Delta(\theta_L)\) with \(\Delta(\theta_L, m_L)\) and \(\Delta(\theta_H)\) with \(\Delta(\theta_H, m_L)\).

**Proof of Corollary 10.** Similar to the proof of Proposition 2, We first simplify the program (2.17), and then solve for the subgame-perfect equilibrium through three lemmas.
First, substituting $d^{\text{post}}(\theta, m, w) = d^{\text{pre}}(\theta, m, w)$ given in (A.24) into (2.17) yields:

$$
\max_{\theta, m} \begin{cases} 
U(s_H - \Delta(\theta), \theta, m, 1) = v - (s_H - \Delta(\theta, m)) - I(\theta) - c(1 - \theta) g, \\
U\left(s_H + \frac{\Delta(\theta)}{\gamma(1 - \theta)} - \Delta(\theta), \theta, m, 0\right) = v - \left(s_H + \frac{\Delta(\theta, m)}{\gamma(1 - \theta)} - \Delta(\theta, m)\right) - I(\theta).
\end{cases}
$$

(A.26)

Since $\theta \in \{\theta_L, \theta_H\}$ and $m \in \{m_L, m_H\}$, the manufacturer needs to compare two functions: $U(s_H - \Delta(\theta, m), \theta, 1)$ and $U\left(s_H + \frac{\Delta(\theta, m)}{\gamma(1 - \theta)} - \Delta(\theta), \theta, m, 0\right)$ under four possible combinations of $(\theta, m) \in \{\theta_L, \theta_H\} \times \{m_L, m_H\}$. Further analysis indicates that there are several redundant options that can be removed. First, since for $\theta = \theta_L$, the manufacturer is indifferent between the two values $m_L$ and $m_H$ because when there are no internal inspections there are no chances that the supplier needs to pay the compensation. Here for ease of exposition, we adopt the tie-breaking rule under which the manufacturer would choose $\{\theta_L, m_L\}$ rather than $\{\theta_L, m_H\}$. Second, since $\Delta(\theta_H, m_L) > \Delta(\theta_H, m_H)$, it is not difficult to infer that for $\theta = \theta_H$,

$$
U(s_H - \Delta(\theta_H, m_L), \theta_H, m_L, 1) > U(s_H - \Delta(\theta_H, m_H), \theta_H, m_H, 1);
$$

$$
U\left(s_H + \frac{\Delta(\theta_H, m_L)}{\gamma(1 - \theta_H)} - \Delta(\theta_H, m_H), \theta_H, m_H, 0\right) > U\left(s_H + \frac{\Delta(\theta_H, m_H)}{\gamma(1 - \theta_H)} - \Delta(\theta_H, m_L), \theta_H, m_L, 0\right).
$$

As a result, the manufacturer only needs to compare four functions: $U(s_H - \Delta(\theta_L, m_L), \theta_L, m_L, 1)$, $U(s_H - \Delta(\theta_H, m_L), \theta_H, m_L, 1)$, $U\left(s_H + \frac{\Delta(\theta_L, m_L)}{\gamma(1 - \theta_L)} - \Delta(\theta_L, m_L), \theta_L, m_L, 0\right)$, and $U\left(s_H + \frac{\Delta(\theta_H, m_L)}{\gamma(1 - \theta_H)} - \Delta(\theta_H, m_H), \theta_H, m_H, 0\right)$.

Similar to the proof of Proposition 2, in the rest of the proof, we provide the remaining conditions under three possible structures of the equilibrium outcome that depend on the value of $m$. Lemmas 12, 13 and 14 together prove Corollary 10. The proofs of the three lemma are omitted and can be provided under request. For convenience, we rewrite assumptions (A2') and (A3'), respectively, as $m_L < m_H \leq \overline{m} = \frac{(1 - \theta_H)(s_H - s_L)}{\theta_H}$ and $m \geq \overline{m} = \frac{\gamma(1 - \theta_H)(s_H - s_L)}{1 - \gamma(1 - \theta_H)}$. 
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Lemma 12 The equilibrium outcome of program (A.26) is

\[
\begin{aligned}
\{w_m^{post}, \theta_m^{post}, m_m^{post}, d_m^{post}\} &= \\
(s_H - \Delta(\theta_L, m_L), \theta_L, m_L, 1) & \quad \text{if } g \leq \xi_2, I \geq \xi_1, \\
(s_H - \Delta(\theta_H, m_L), \theta_H, m_L, 1) & \quad \text{if } I \leq \xi_1, g \leq \xi_4, \\
(s_H + \Delta(\theta_L, m_L) & \quad \text{if } g \geq \xi_2, I \geq \xi_5, \\
(s_H + \frac{\Delta(\theta_H, m_H)}{\gamma e} & \quad \text{if } g \geq \xi_4, I \leq \xi_5, \\
& \gamma e (1 - \theta_H) - \Delta(\theta_H, m_H), \theta_H, m_H, 0)
\end{aligned}
\]

when \( \gamma e < \frac{1}{2 - \theta_H} \) and \( b_m^1(m_L, m_H) < 0 \), where

\[ b_m^1(m_L, m_H) := \gamma e (1 - \theta_H) m_L + (1 - \gamma e (1 - \theta_H)) m_H - (1 - \theta_H) (s_H - s_L). \]

Lemma 13 The equilibrium outcome of program (A.26) is

\[
\begin{aligned}
\{w_m^{post}, \theta_m^{post}, m_m^{post}, d_m^{post}\} &= \\
(s_H - \Delta(\theta_L, m_L), \theta_L, m_L, 1) & \quad \text{if } g \leq \xi_2, I \geq \xi_1, \\
(s_H - \Delta(\theta_H, m_L), \theta_H, m_L, 1) & \quad \text{if } I \leq \xi_1, g \leq \xi_4, \\
(s_H + \Delta(\theta_L, m_L) & \quad \text{if } g \geq \xi_2, I \geq \xi_5, \\
(s_H + \frac{\Delta(\theta_H, m_H)}{\gamma e} & \quad \text{if } g \geq \xi_4, I \leq \xi_5, \\
& \gamma e (1 - \theta_H) - \Delta(\theta_H, m_H), \theta_H, m_H, 0)
\end{aligned}
\]

when \( b_1^m(m_L, m_H) \geq 0, b_2^m(m_L, m_H) \leq 0, \) and \( \gamma e < \frac{1}{2 - \theta_H} \), where

\[ b_2^m(m_L, m_H) := \gamma e (1 - \theta_H) m_L + \theta_H (1 - \gamma e (1 - \theta_H)) m_H - (s_H - s_L) (1 - \gamma e (1 - \theta_H)) (1 - \theta_H). \]

Lemma 14 The equilibrium outcome of program (A.26) is

\[
\begin{aligned}
\{w_m^{post}, \theta_m^{post}, m_m^{post}, d_m^{post}\} &= \\
(s_H - \Delta(\theta_L, m_L), \theta_L, m_L, 1) & \quad \text{if } g \leq \xi_2, I \geq \xi_5, \\
(s_H + \Delta(\theta_L, m_L) & \quad \text{if } g \geq \xi_2, I \geq \xi_5, \\
& \gamma e (1 - \theta_H) - \Delta(\theta_H, m_H), \theta_H, m_H, 0)
\end{aligned}
\]
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when \( b_1^m (m_L, m_H) \geq 0 \) and \( b_2^m (m_L, m_H) > 0 \). 

**Proof of Corollary 11.** The proof is straightforward and thus is omitted here.

**Proof of Corollary 12(a).** Similar to the derivation of the subgame-perfect equilibrium in the pre-Act scenario in the base setting, we will first derive the two players’ best response, and then characterize Nash equilibrium in the subgame and finally the subgame-perfect equilibrium.

First, based on the supplier’s new profit function defined in (A.11), for any given \( w \) and \( \theta \) the supplier’s best response is:

\[
d_{\text{pre-pre}} (\theta, w) = 1 \quad \forall \theta \in \{\theta_L, \theta_H\} \quad \text{for} \quad w \in \left[0, s_H + \frac{\Delta(0)}{\gamma(\theta_H + (1-\theta_H)\epsilon)} - \Delta(0)\right]
\]

\[
d_{\text{pre-pre}} (\theta_L, w) = 1 \quad \text{and} \quad d_{\text{pre-pre}} (\theta_H, w) = 0 \quad \text{for} \quad w \in \left[s_H + \frac{\Delta(0)}{\gamma(\theta_H + (1-\theta_H)\epsilon)} - \Delta(0), s_H + \frac{\Delta(0)}{\gamma\epsilon} - \Delta(0)\right]
\]

\[
d_{\text{pre-pre}} (\theta, w) = 0 \quad \forall \theta \in \{\theta_L, \theta_H\} \quad \text{for} \quad w \in \left[s_H + \frac{\Delta(0)}{\gamma\epsilon} - \Delta(0), +\infty\right).
\]

Second, since the manufacturer’s best response function is not affected under the new penalty scheme, we can derive the Nash equilibrium as follows:

\[
(\theta_{\text{pre-pre}} (w), d_{\text{pre-pre}} (w)) = \begin{cases} 
(\theta_L, 1) & \text{if} \ I \geq e\theta_H g \text{ and } w < s_H + \frac{\Delta(0)}{\gamma\epsilon} - \Delta(0); \\
(\theta_L, 0) & \text{if} \ w \geq s_H + \frac{\Delta(0)}{\gamma\epsilon} - \Delta(0); \\
(\theta_H, 1) & \text{if} \ I < e\theta_H g \text{ and } w < s_H + \frac{\Delta(0)}{\gamma(\theta_H + (1-\theta_H)\epsilon)} - \Delta(0).
\end{cases}
\]

Lastly, we can substitute the equilibrium outcome \((\theta_{\text{pre-pre}} (w), d_{\text{pre-pre}} (w))\) given above to simplify the maximization program (2.12) and obtain the subgame-perfect equilibrium. The derivation is similar to the proof of Proposition 1 and thus is omitted here.

**Proof of Corollary 12(b).** Similar to the proof of Proposition 2, In the following, we first simplify the program (2.17), then solve for the subgame-perfect equilibrium through two lemmas.

First, substituting \(d_{\text{post}} (\theta, w) = d_{\text{pre-pre}} (\theta, w)\) given in (A.27) into (2.17) yields:

\[
\max_{\theta} \begin{cases} 
U (s_H - \Delta (0), \theta, 1) = v - (s_H - \Delta (\theta)) - I (\theta) - e (1 - \theta) g; \\
U \left(s_H + \frac{\Delta(0)}{\gamma(\theta + (1-\theta)\epsilon)} - \Delta(0), \theta, 0\right) = v - \left(s_H + \frac{\Delta(0)}{\gamma(\theta + (1-\theta)\epsilon)} - \Delta(0)\right) - I (\theta).
\end{cases}
\]

Second, we analyze the above program similar to that of (A.1) in the proof of Proposition 2. The only difference is that in the new penalty scheme, there are only two possible structures of the
equilibrium outcome. For the sake of space, here we omit all the details but only present the three lemmas that provide the remaining conditions under the two possible structures of the equilibrium outcome.

**Lemma 15** If the manufacturer only terminates its contract with the supplier when child labor is detected in both internal and external inspections, the equilibrium outcome in the post-Act scenario is

\[
\begin{cases}
    (s_H - \Delta(0), \theta_L, 1) & \text{if } I \geq \xi_1, g \leq \xi_2; \\
    (s_H - \Delta(0), \theta_H, 1) & \text{if } I \leq \xi_1, I \leq \xi_3, g \leq \xi_4; \\
    (s_H + (1/(\gamma e) - 1) \Delta(0), \theta_L, 0) & \text{if } g \geq \xi_2, I \geq \xi_4, I \geq \xi_5; \\
    (s_H + \{1/[\gamma (\theta_H + (1 - \theta_H) e)] - 1\} \Delta(0), \theta_H, 0) & \text{if } g \geq \xi_4, I \leq \xi_5; \\
\end{cases}
\]

when \( e > \frac{1 - \theta_H}{2 - \theta_H} \).

**Lemma 16** If the manufacturer only terminates its contract with the supplier when child labor is detected in both internal and external inspections, the equilibrium outcome in the post-Act scenario is

\[
\begin{cases}
    (s_H - \Delta(0), \theta_L, 1) & \text{if } I \geq \xi_1, g \leq \xi_2; \\
    (s_H - \Delta(0), \theta_H, 1) & \text{if } I \leq \xi_1, g \leq \xi_4; \\
    (s_H + (1/(\gamma e) - 1) \Delta(0), \theta_L, 0) & \text{if } g \geq \xi_2, I \geq \xi_4; \\
    (s_H + \{1/[\gamma (\theta_H + (1 - \theta_H) e)] - 1\} \Delta(0), \theta_H, 0) & \text{if } I \leq \xi_4, I \leq \xi_5; \\
\end{cases}
\]

when \( e \leq \frac{1 - \theta_H}{2 - \theta_H} \).
Appendix B

Supplements for Chapter 3

B.1 Proofs of Analytical Results

Proof of Proposition 4: See Righter and Shanthikumar (1998), which has proved that under any non-priority and non-preemptive scheduling, if service times are more variable in the convex sense, the waiting times are stochastically larger. Note that our service differentiation with holding the aggregate average service time is a special case of adding variability in the convex sense.

Proof of proposition 6: To study the effects of adding one more service grade to the current mixed service with $K$ grades, we choose to divide the first service grade with rate $\mu_1$ into two new grades with rate $\mu_{1a}$ and $\mu_{1b}$ with allocation probability $p_{1a}$ and $p_{1b}$, and we keep the other $K - 1$ grades and corresponding allocation rules unchanged. Similar to proposition 2, we assume $\mu_{1a} > \mu_1 > \mu_{1b}$, $p_{1a} + p_{1b} = p_1$, $\frac{p_1}{\mu_1} = \frac{p_{1a}}{\mu_{1a}} + \frac{p_{1b}}{\mu_{1b}}$ and $\rho_1 = \rho_{1a} + \rho_{1b}$. Thus the newly designed mixed service with $K + 1$ service grades has the same aggregate average service time as the original mixed service with $K$ service grades, just as the proposition claimed.

First of all, we compute the first and second moments of the service time. For the original service with $K$ service grades, the service time is distributed as: $X_{(K)} = \begin{cases} \frac{\mu}{\mu_1} X_o \text{ w.p. } p_1 \\ \vdots \\ \frac{\mu}{\mu_K} X_o \text{ w.p. } p_K \end{cases}$, so
its first moment is \( E[X(K)] = \sum_{k=1}^{K} \frac{p_k}{\mu_k} \) and the second moment is

\[
E[X^2_{(K)}] = \mu^2 E[X^2_o] \sum_{k=1}^{K} \frac{p_k}{\mu_k^2}.
\]

(B.1)

Similarly, the service time of the newly designed \( K+1 \)-grade service is \( X_{(K+1)} = \)

\[
\begin{cases}
\frac{\mu}{\mu_{1a}} X_o \text{ w.p. } p_{1a} \\
\frac{\mu}{\mu_{1b}} X_o \text{ w.p. } p_{1b} \\
\vdots \\
\frac{\mu}{\mu_K} X_o \text{ w.p. } p_{K}
\end{cases}
\]

so \( E[X_{(K+1)}] = \frac{p_{1a}}{\mu_{1a}} + \frac{p_{1b}}{\mu_{1b}} + \sum_{k=2}^{K} \frac{p_k}{\mu_k} = \sum_{k=1}^{K} \frac{p_k}{\mu_k} \), which is just equal to that of service with \( K \) service grades. The second moment of \( X_{(K+1)} \) is: \( E[X^2_{(K+1)}] = \mu^2 E[X^2_o] \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} + \frac{p_{1a}p_{1b}}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \right) \).

As we have: \( \frac{p_{1a}}{\mu_{1a}} + \frac{p_{1b}}{\mu_{1b}} = \frac{p_{1a}}{\mu_{1a}} + \frac{p_{1b}}{\mu_{1b}} - \frac{1}{p_1} \left( \frac{p_{1a}}{\mu_{1a}} + \frac{p_{1b}}{\mu_{1b}} \right)^2 = \frac{p_{1a}p_{1b}}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \), we can express the second moment of \( X_{(K+1)} \) as \( E[X^2_{(K+1)}] = \mu^2 E[X^2_o] \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} + \frac{p_{1a}p_{1b}}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \right) \).

For convenience, we let \( A = \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} + \frac{p_{1a}p_{1b}}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \), thus

\[
E[X^2_{(K+1)}] = \mu^2 E[X^2_o] A.
\]

(B.2)

Recall that the average waiting time in the \( k \)th service grade under priority scheduling rule is \( E[W_k] = \frac{\lambda E[X^2]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} \). For the original case with total \( K \) service grades, the average waiting time in the \( k \)th grade is \( E[W_k]_{(K)} = \frac{\lambda E[X^2_{(K)}]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} \). Thus the aggregate average waiting time of the first case is:

\[
E[W]_{(K)} = \sum_{k=1}^{K} p_k E[W_k]_{(K)} = \frac{\lambda E[X^2_{(K)}]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} \sum_{k=1}^{K} p_k (1 - \sum_{i=1}^{k-1} \rho_i) (1 - \sum_{i=1}^{k-1} \rho_i).
\]

For convenience, we let \( B = \sum_{k=1}^{K} p_k (1 - \sum_{i=1}^{k-1} \rho_i) (1 - \sum_{i=1}^{k-1} \rho_i) \) and we can find that \( B \) is a constant.
once the original \( K \) service grades are given. Finally we have

\[
E[W]_{(K)} = \frac{\lambda E[X^2_{(K)}]}{2} B. \tag{B.3}
\]

For the new service with \( K + 1 \) service grades, the average waiting time in each service grade is distributed as:

\[
k = 1a, E[w_{1a}]_{(K+1)} = \frac{\lambda E[X^2_{(K+1)}]}{2(1 - \rho_{1a})} ;
\]

\[
k = 1b, E[w_{1b}]_{(K+1)} = \frac{\lambda E[X^2_{(K+1)}]}{2(1 - \rho_{1a})(1 - \rho_1)} ;
\]

\[
k \geq 2, E[w_k]_{(K+1)} = \frac{\lambda E[X^2_{(K+1)}]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} .
\]

Thus the aggregate average waiting time with \( K + 1 \) service grades is

\[
E[W]_{(K+1)} = p_{1a}E[W_{1a}]_{(K+1)} + p_{1b}E[W_{1b}]_{(K+1)} + \sum_{k=2}^{K} p_kE[W_k]_{(K+1)}
\]

\[
= \frac{\lambda E[X^2_{(K+1)}]}{2} \left( \frac{p_{1a}}{1 - \rho_{1a}} + \frac{p_{1b}}{(1 - \rho_{1a})(1 - \rho_1)} - \frac{p_1}{1 - \rho_1} + B \right).
\]

As \( \frac{p_{1a}}{1 - \rho_{1a}} + \frac{p_{1b}}{(1 - \rho_{1a})(1 - \rho_1)} - \frac{p_1}{1 - \rho_1} = \frac{-p_{1a}p_{1b}\lambda \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)}{(1 - \rho_{1a})(1 - \rho_1)} \), finally we have:

\[
E[W]_{(K+1)} = \frac{-\lambda E[X^2_{(K+1)}]}{2} \frac{p_{1a}p_{1b}\lambda \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)}{(1 - \rho_{1a})(1 - \rho_1)} + \frac{\lambda E[X^2_{(K+1)}]}{2} B. \tag{B.4}
\]

To compare the average waiting time of newly designed mixed service with \( K + 1 \) service grades with that of \( K \) service grades, we get the difference between them as:

\[
E[W]_{(K+1)} - E[W]_{(K)} = \frac{\lambda \left( E[X^2_{(K+1)}] - E[X^2_{(K)}] \right)}{2} B - \frac{\lambda E[X^2_{(K+1)}]}{2} \frac{p_{1a}p_{1b}\lambda \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)}{(1 - \rho_{1a})(1 - \rho_1)}. \tag{B.5}
\]
Based on (B.1) and (B.2), we substitute $E[X_{(K+1)}^2]$ and $E[X_{(K)}^2]$ into (B.5) and we have:

$$E[W_{(K+1)}] - E[W_{(K)}] = \frac{\lambda}{2} \left( \mu^2 E[X_{(a)}^2] \left( A - \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} \right) \right) B - \frac{\lambda \mu^2 E[X_{(a)}^2] A}{2} \frac{p_{1a} p_{1b} \lambda}{1 - \rho_{1a}} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right) \left( \frac{1}{1 - \rho_{1a}(1 - \rho_1)} \right).$$

As we have

$$\frac{\lambda}{2} \mu^2 E[X_{(a)}^2] p_{1a} p_{1b} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right) > 0,$$

we can claim that the mixed service with $K + 1$ service grades generates a lower waiting time than the mixed service with $K$ grades if and only if the newly differentiated service rates $\mu_{1a}$ and $\mu_{1b}$ satisfies the below inequality:

$$\frac{B}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right) < \frac{A \lambda}{1 - \rho_{1a}(1 - \rho_1)}, \quad (B.6)$$

where $A = \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} + \frac{p_{1a} p_{1b}}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)^2 \right)$ and $B = \sum_{k=1}^{K} \frac{p_k}{(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)}$.

The inequality (B.6) gives the sufficient and necessary condition for Proposition 6, which also suggests the following sufficient condition as:

$$\frac{\mu_{1a}}{\mu_{1b}} < 1 + \frac{\rho_1}{1 - \rho_1} / B. \quad (B.7)$$

Next we prove that (B.7) is a sufficient condition for (B.6).

As $\frac{\rho_1}{1 - \rho_1} = \frac{\lambda p_1}{(1 - \rho_1) \mu_1}$ and $\frac{\mu_{1a}}{\mu_{1b}} - 1 = \mu_{1a} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right)$, we can transform the necessary condition (B.7) as:

$$(B.7) \Leftrightarrow \mu_{1a} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right) < \frac{\lambda p_1}{(1 - \rho_1) \mu_1} / B$$

$$\Leftrightarrow \frac{B}{p_1} \left( \frac{1}{\mu_{1b}} - \frac{1}{\mu_{1a}} \right) < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}}.$$

Based on $0 < 1 - \rho_{1a} < 1 \Rightarrow 1 < \frac{1}{1 - \rho_{1a}}$ and $\mu_{1a} > \mu_1 \Rightarrow \frac{\mu_{1a}}{\mu_1} < \frac{1}{\mu_1}$, we can increase the positive right hand side of the above inequality as

$$\frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} \frac{1}{1 - \rho_{1a}} < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} \frac{1}{1 - \rho_{1a}} < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} \frac{1}{1 - \rho_{1a}} < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} \frac{1}{1 - \rho_{1a}} < \frac{\lambda}{(1 - \rho_1) \mu_1 \mu_{1a}} \frac{1}{1 - \rho_{1a}}.$$
Now we have:

\[
\lambda \frac{1}{(1 - \rho_1)(1 - \rho_1) \mu_1^2}. \quad (B.7) \Rightarrow \frac{B}{p_1} \left( \frac{1}{\mu_1} - \frac{1}{\mu_1} \right) < \frac{\lambda}{(1 - \rho_1)(1 - \rho_1) \mu_1^2}.
\]

Furthermore as \( \mu_1 > \mu_2 > \ldots > \mu_K > 0 \Rightarrow \frac{1}{\mu_1^2} < \frac{1}{\mu_2^2} < \ldots < \frac{1}{\mu_K^2} \), and \( \sum_{k=1}^{K} p_k = 1 \), we have \( \frac{1}{\mu_1^2} = \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} < \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} \). So:

\[
(B.7) \Rightarrow \frac{B}{p_1} \left( \frac{1}{\mu_1} - \frac{1}{\mu_1} \right) < \frac{\lambda}{(1 - \rho_1)(1 - \rho_1)} \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} \right).
\]

As \( \frac{p_{1a} p_{1b}}{p_1} \left( \frac{1}{\mu_1} - \frac{1}{\mu_1} \right)^2 > 0 \), it is easy to derive that \( \sum_{k=1}^{K} \frac{p_k}{\mu_k^2} < A \). Finally we get:

\[
(B.7) \Rightarrow \frac{B}{p_1} \left( \frac{1}{\mu_1} - \frac{1}{\mu_1} \right) < \frac{\lambda}{(1 - \rho_1)(1 - \rho_1)} A,
\]

indicating that (B.7) is a sufficient condition for Proposition 6. ■

**Proof of Lemma 2:** There are multiple methods to solve the problem (3.19). One straightforward approach applies the Cauchy–Schwarz inequality, which provides a lower bound of the objective function in (3.19) under the condition that \( 0 < p_k < 1 \) for all \( k = 1, \ldots, K \):

\[
\left( \sum_{k=1}^{K} \frac{p_k}{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \right) \left( \sum_{k=1}^{K} \frac{p_k^2}{\mu_k^2} \right) \geq \left( \sum_{k=1}^{K} \frac{p_k}{\sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} \right)^2 \left( \sum_{k=1}^{K} \frac{p_k^2}{\sqrt{\mu_k^2}} \right)^2 \geq \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k} \right)^2 \left( \sum_{k=1}^{K} \frac{p_k^2}{\mu_k^2} \right)^2.
\]

(B.8)

(B.9)
Based on the Cauchy–Schwarz inequality, the inequality (B.8) holds on the condition that:
\[
\sqrt{\frac{p_k}{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} : \sqrt{\frac{p_k^2}{\rho_k}} = \text{constant}
\]
\[\Leftrightarrow \frac{p_k}{\rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} = \text{constant for } k = 1, \ldots, K. \tag{B.10}\]

Note that the lower bound in (B.8) is a function which only contains the decision variable $\vec{\rho}$, in other words, a constant term independent of the decision variables $\vec{\rho}$. This means that (B.9) is the minimal value that the objective function can achieve for any positive vector $\vec{\rho}$. Once there exists a vector $\vec{\rho}$ with positive elements which satisfies both the constraints (B.10) and $\sum_{k=1}^{K} p_k = 1$, such a vector $\vec{\rho}$ is the optimal solution of the minimization problem. It is easy to verify that the optimal $\vec{\rho}$ is
\[
p_k = \frac{\rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}}{\sum_{k=1}^{K} \rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} \quad \text{for } k = 1, \ldots, K \tag{B.11}
\]
because the vector $\vec{\rho}$ defined in (B.11) satisfies:
\[
\frac{p_k}{\rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} = \sum_{k=1}^{K} \rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)} \quad \text{for } k = 1, \ldots, K,
\]
and
\[
\sum_{k=1}^{K} p_k = \sum_{k=1}^{K} \frac{\rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} {\sum_{k=1}^{K} \rho_k \sqrt{(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}} = 1,
\]
where the first equation validates the condition (B.10) and the second satisfies the constraint $\sum_{k=1}^{K} p_k = 1$. ■

**Proof of Corollary 2**: To prove that $p_k E[W_k] = p_{k+1} E[W_{k+1}]$ for $k = 1, \ldots, K - 1$, referring to (3.4), it is equivalent to prove that
\[
\frac{p_k}{(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} = \frac{p_{k+1}}{(1 - \sum_{i=1}^{k+1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}.
\]
Together with (B.11), the objective can be written in terms of \( \{ \rho_k \} \) as:

\[
\frac{\rho_k}{\sqrt{\left(1 - \sum_{i=1}^{k-1} \rho_i\right) \left(1 - \sum_{i=1}^{k} \rho_i\right)}} = \frac{\rho_{k+1}}{\sqrt{\left(1 - \sum_{i=1}^{k} \rho_i\right) \left(1 - \sum_{i=1}^{k+1} \rho_i\right)}}. \tag{B.12}
\]

The chain rule given in Lemma 3 suggests that

\[ \rho_{k+1} = \frac{\left(1 - \sum_{i=1}^{k} \rho_i\right) \rho_k}{1 - \sum_{i=1}^{k-1} \rho_i} \]

which is equivalent to

\[
\frac{\rho_{k+1}}{\sqrt{\left(1 - \sum_{i=1}^{k} \rho_i\right) \left(1 - \sum_{i=1}^{k+1} \rho_i\right)}} = \frac{\rho_{k}}{\sqrt{\left(1 - \sum_{i=1}^{k-1} \rho_i\right) \left(1 - \sum_{i=1}^{k} \rho_i\right)}}.
\]

\[\blacksquare\]

**Proof of Corollary 3:** First, by induction on \( k \), we prove that based on the chain rule given in Lemma 3 all the grades’ loads \( \{ \rho_1, \rho_2, \ldots, \rho_K \} \) can be derived in terms of \( \rho_1 \):

\[ \rho_k = (1 - \rho_1)^{k-1} \rho_1 \quad \text{for } k = 1, \ldots, K. \]

When \( k = 1 \), we have:

\[ (1 - \rho_1)^2 = 1 - \rho_1 - \rho_2 \]

\[ \iff \rho_2 = (1 - \rho_1) - (1 - \rho_1)^2 = \rho_1 (1 - \rho_1). \]

When it is \( k \), as

\[ \sum_{i=1}^{k} \rho_i = \sum_{i=1}^{k} (1 - \rho_1)^{i-1} \rho_1 = \rho_1 \frac{1 - (1 - \rho_1)^{k}}{1 - (1 - \rho_1)} = 1 - (1 - \rho_1)^{k}, \tag{B.13} \]
with the chain rule for $k$:  
\[
\left( 1 - \sum_{i=1}^{k} \rho_i \right)^2 = \left( 1 - \sum_{i=1}^{k+1} \rho_i \right) \left( 1 - \sum_{i=1}^{k-1} \rho_i \right) \\
\Rightarrow (1 - \rho_1)^2 \left( 1 - \rho_1 \right) = \left( (1 - \rho_1)^{k} - \rho_{k+1} \right) (1 - \rho_1)^{k-1} \\
\Rightarrow \rho_{k+1} = (1 - \rho_1)^{k} - (1 - \rho_1)^{k+1} = (1 - \rho_1)^k \rho_1. \quad (B.14)
\]

Secondly we express $\rho_1$ with $\rho$ together with the summation constraint:  
\[
\sum_{i=1}^{K} \rho_i = 1 - (1 - \rho_1)^K = \rho \Leftrightarrow \rho_1 = 1 - (1 - \rho)^K. \quad (B.15)
\]

A substitution of (B.15) into (B.14) proves our objective. ■

**Proof of Proposition 7:** From Corollary 3 we have derived the optimal load vector $\tilde{\beta}$, with which we can prove the geometric structure of $\{\rho_k\}$ and then extend it to both series $\{p_k\}$ and $\{\mu_k\}$. Now we have  
\[
\rho_k = (1 - \rho_1)^{k-1} \rho_1 = (1 - \rho)^{\frac{k-1}{K}} \left( 1 - (1 - \rho)^{\frac{1}{K}} \right) \quad \text{for } k = 1, \ldots K \quad (B.16)
\]
which indicates the geometric structure of $\{\rho_k\}$:  
\[
\frac{\rho_{k+1}}{\rho_k} = \frac{(1 - \rho)^{\frac{k}{K}} \left( 1 - (1 - \rho)^{\frac{1}{K}} \right)}{(1 - \rho)^{\frac{k-1}{K}} \left( 1 - (1 - \rho)^{\frac{1}{K}} \right)} = (1 - \rho)^{\frac{1}{K}} \quad \text{for } k = 1, \ldots K.
\]

Next we show the geometric structure of $\{p_k\}$ based on $\rho_k$ given in (B.16) and $p_k$ in (B.11):  
\[
p_{k+1} = \frac{\rho_{k+1} \sqrt{1 - \sum_{i=1}^{k} \rho_i} \left( 1 - \sum_{i=1}^{k+1} \rho_i \right)}{\rho_k \sqrt{1 - \sum_{i=1}^{k-1} \rho_i} \left( 1 - \sum_{i=1}^{k} \rho_i \right)} \\
= (1 - \rho)^{\frac{1}{K}} \sqrt{\frac{(1 - \rho_1)^{k+1}}{(1 - \rho_1)^{k-1}}} \quad \text{(with (B.13))} \\
= (1 - \rho)^{\frac{2}{K}} \quad \text{for } k = 1, \ldots K.
\]
Finally with the definition of $\mu_k = \lambda p_k / \rho_k$, it is trivial to prove the geometric structure of $\{\mu_k\}$:

\[
\frac{\mu_{k+1}}{\mu_k} = \frac{\lambda p_{k+1} / p_{k+1}}{\lambda p_k / \rho_k} = \frac{p_{k+1} / p_k}{\rho_k / \rho_{k+1}} = (1 - \rho)^{\frac{2}{K}} (1 - \rho)^{-\frac{1}{K}} = (1 - \rho)^{\frac{1}{K}} \quad \text{for } k = 1, \ldots, K.
\]

\[\blacksquare\]

**Proof of Proposition 8:** For convenience we define the first order derivative of the function (3.26) to $\rho$ as a function $\theta(\rho) : (0, 1) \to \mathbb{R}$ where

\[
\theta(\rho) = \frac{\partial \pi}{\partial \rho} = u - CK^2 \left( \frac{1}{K} (1 - \rho)^{\frac{1}{K} - 1} - \frac{1}{K} (1 - \rho)^{\frac{1}{K} - 1} \right) = u + CK \left( (1 - \rho)^{\frac{1}{K} - 1} - (1 - \rho)^{\frac{1}{K} - 1} \right).
\]

Next we will prove that $\rho^*$ is the optimal solution of the problem (3.26) if and only if it satisfies $\theta(\rho^*) = 0$ by checking the second-order condition of the objective function:

\[
\frac{\partial^2 \pi}{\partial \rho^2} = \frac{\partial \theta(\rho)}{\partial \rho} = CK \left( \left( -\frac{1}{K} - 1 \right) (1 - \rho)^{\frac{1}{K} - 2} - \left( \frac{1}{K} - 1 \right) (1 - \rho)^{\frac{1}{K} - 2} \right) = -C (K + 1) (1 - \rho)^{\frac{1}{K} - 2} - C (K - 1) (1 - \rho)^{\frac{1}{K} - 2}.
\]

As $K \geq 1$ and $C > 0$, the second derivative $\frac{\partial^2 \pi}{\partial \rho^2} < 0$ holds for any $0 < \rho < 1$.

After the optimality is proved, it is left to show that such $\rho^*$ must exist and is unique in the interval $(0, 1)$. As we have proved, $\theta(\rho)$ is a strictly decreasing continuous function of $\rho$. Moreover, we have $\theta(0) = u > 0$ and $\lim_{\rho \to 1} \theta(\rho) < 0$ as

\[
\lim_{\rho \to 1} \theta(\rho) = u + CK \lim_{\rho \to 1} \left( (1 - \rho)^{\frac{1}{K} - 1} - (1 - \rho)^{\frac{1}{K} - 1} \right) = u + CK \lim_{\rho \to 1} (1 - \rho)^{\frac{1}{K} - 1} \left( (1 - \rho)^{\frac{2}{K} - 1} \right)
\]

and

\[
(1 - \rho)^{\frac{2}{K} - 1} < 0 \text{ but } \lim_{\rho \to 1} (1 - \rho)^{\frac{1}{K} - 1} \to \infty.
\]

Finally the existence and uniqueness of $\beta^*$ is proved based on the intermediate value theorem (Rutin 1964). $\blacksquare$
Proof of the claim in Section 3.4.4 that the index $\tilde{R}_V$ depends on the external parameters $u$, $h$ and $\mu_0^2 E[X_0^2]$ only through the term $\tau := \frac{u}{h \mu_0^2 E[X_0^2]}$. Since $\tilde{R}_V = \tilde{V}/V(1)$, according to (3.31) and (3.28),

$$
\tilde{R}_V = \frac{2\tau \tilde{\rho} - (\ln(1 - \tilde{\rho}))^2}{2\tau \rho(1) - \left( (1 - \rho(1))^{-1} - \rho(1) - 1 \right)},
$$

where $\tau := \frac{u}{h \mu_0^2 E[X_0^2]}$, $\tilde{\rho}$ is defined in (3.29), and $\rho(1)$ is the optimal system load with $K = 1$ satisfying

$$
u (1 - \rho) + \frac{h \mu_0^2 E[X_0^2]}{2} \left( 1 - \rho - \frac{1}{1 - \rho} \right) = 0.
$$

(3.29) and (B.18) suggest that $\tilde{\rho}$ and $\rho(1)$ are determined by the value of $\frac{u}{h \mu_0^2 E[X_0^2]} = \tau$. Therefore we claim that the asymptotic dominance index $\tilde{R}_V$ depends on $\tau$ alone. Furthermore, based on the envelope theorem, we can derive the first order condition of $\tilde{R}_V$ with respect to $\tau$:

$$
\frac{d\tilde{R}_V}{d\tau} = 0 \Leftrightarrow \tilde{\rho} V(1) = \rho(1) \tilde{V},
$$

which has a unique positive root, as shown by numerical experiments. ■

Proof of the claim in Section 3.5 that the grade performance increases with the grade’s priority decreasing: Before analyzing the grade performance, let’s first derive the close forms of the grade metrics: $p_k$, $\rho_k$ and $\mu_k$. According to Corollary (3),

$$
\rho_k = (1 - \rho)^{\frac{k}{K}} \left( 1 - (1 - \rho)^{\frac{1}{K}} \right).
$$

Based on the geometric sequence structure of $p_k$ and the constraint that $\sum_{k=1}^{K} p_k = 1$, it is easy to derive that

$$
p_k = \frac{(1 - \rho)^{\frac{2(k-1)}{K}} \left( 1 - (1 - \rho)^2 \right)}{\left( 1 - (1 - \rho) \frac{2(k+1)}{K} \right)}.
$$
and correspondingly

\[
\mu_k = \frac{\lambda p_k}{\rho_k} = \frac{\lambda}{(1 - \rho)^{2k+1}} \frac{(1 - \rho)^{2k+1} \left( 1 - (1 - \rho)^{\frac{1}{k}} \right)}{(1 - \rho)^{2k+1} \left( 1 - (1 - \rho)^{\frac{1}{k}} \right) (1 - (1 - \rho)^{\frac{1}{k}})}
\]

\[
= \lambda \frac{(1 - \rho)^{\frac{1}{k}} \left( 1 - (1 - \rho)^{\frac{1}{k}} \right)}{1 - (1 - \rho)^{2k+1}} .
\]

It is trivial to verify that

\[
\frac{p_k}{\mu_k} = \frac{\left( 1 + (1 - \rho)^{\frac{1}{k}} \right) \left( 1 - (1 - \rho)^{2k+1} \right)}{\lambda^2 \left( 1 + (1 - \rho)^{\frac{1}{k}} \right)}
\]

which is a constant and independent of \( k \); and

\[
1 - \sum_{i=1}^{k} \rho_i = 1 - \rho_k \frac{1 - (1 - \rho)^{\frac{1}{k}}}{1 - (1 - \rho)^{\frac{1}{k}}}
\]

\[
= 1 - \left( 1 - (1 - \rho)^{\frac{1}{k}} \right) \frac{1 - (1 - \rho)^{\frac{1}{k}}}{1 - (1 - \rho)^{\frac{1}{k}}} = (1 - \rho)^{\frac{1}{k}}
\]

Based on the above formulae, together with the grade average waiting time defined in (3.4), now we can derive the performance of grade \( k \)

\[
V_k = \frac{u}{\mu_k} - hw_k
\]

\[
= \frac{u}{\mu_k} - \frac{h \lambda \mu_k^2 E[X_0^2]}{2(1 - \sum_{i=1}^{k} \rho_i)(1 - \sum_{i=1}^{k-1} \rho_i)} \left( \sum_{k=1}^{K} \frac{p_k}{\mu_k} \right)
\]

\[
= \frac{u}{\mu_k} - \frac{h \mu_o^2 E[X_0^2]}{2} \cdot \frac{K \lambda p_k}{\mu_k^2}
\]

\[
= \frac{1}{\mu_k} \left( u - \frac{h \mu_o^2 E[X_0^2]}{2} \cdot K \rho_k \left( 1 - \rho \right)^{-2k-1} \right)
\]

\[
= \frac{1}{\mu_k} \left( u - \frac{h \mu_o^2 E[X_0^2]}{2} K \left( 1 - \rho \right)^{-\frac{k}{n}} \left( 1 - (1 - \rho)^{\frac{1}{k}} \right) \right).\]
Similarly, 

\[ V_{k+1} = \frac{1}{\mu_{k+1}} \left( u - \frac{\mu_0^2 E[X_0^2]}{2} \right) \left( 1 - \rho \right)^{\frac{k}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right). \]

Thus

\[
\frac{V_{k+1}}{V_k} = \frac{\mu_k}{\mu_{k+1}} \frac{\frac{2u}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}{\frac{2u}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k+1}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}
\]

\[= (1 - \rho)^{\frac{1}{\lambda}} \frac{\frac{2u}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}{\frac{2u}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k+1}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}\]

\[= \frac{\frac{2u(1 - \rho)^{\frac{1}{\lambda}}}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k+1}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}{\frac{2u}{h \mu_0^2 E[X_0^2]} - K \left( 1 - \rho \right)^{\frac{k+1}{\lambda}} \left( 1 - \left( 1 - \rho \right)^{\frac{1}{\lambda}} \right)}.
\]

Since \((1 - \rho)^{\frac{1}{\lambda}} > 1\), and the denominator and the numerator are both positive, thus \(V_{k+1} > V_k\) is proved. ■

### B.2 Variance Benefits Illustration

This Section prevents several examples to illustrate the claims and/or statements in Section 3.6.1

**Example I: An illustration of information value, variance effect and variance benefit.**

Table B.21 presents examples of three types of services: uniform service, a two-grade mixed service that does not use any service rate information and applies FCFS scheduling, and a second two-grade mixed service that uses information and applies SEPT. The three service polices have the same aggregate average service time and thus the same service value, so we can compare their performances directly through the average waiting time. First, we compare uniform service with the first mixed service (the second and the third rows), both of which make no use of service rate information. We can observe that the waiting time of mixed service, 0.52, is larger than that of uniform service, 0.5, due to an increment of service time variance (from 0.25 to 0.27). The increased waiting of 0.52-0.5=0.02 represents the variance effect. Secondly, by comparing the two mixed services (the third and fourth rows), we can observe that despite the same service rates and probabilities, the SEPT rule help reduce the waiting from 0.52 to 0.4875, generating a reduction of
0.0325, representing the information value. With an increment of 0.02 and a reduction of 0.0325, finally we obtain a surplus, of 0.0325-0.02=0.0125, which implies a 2.5% reduction of the original waiting time 0.5. This is the benefit of added variance, the net of the information value and the variance effect.

Example II: An illustration of the claim that information value may increase or decrease with the number of service grades with the same service time variance. Table B.22 compares a two-grade service (Mixed service I) with two types of three-grade service (Mixed service II and III), which have the same service time variance but generates more (as 0.0682>0.0532) and less (as 0.0491<0.0532) information value than two-grade service, respectively.

Example III: An illustration of the claim that information value may increase or decrease with service time variance. Table B.23 compares a two-grade service with a three-grade service, showing that though the latter has a higher service time variance, it generates less
information value than the former one.

Table B.23: A comparison of information value with respect to different number of service grades with the same service time variance

<table>
<thead>
<tr>
<th>Service rates</th>
<th>Allocation probability</th>
<th>Average service time</th>
<th>Service time variance</th>
<th>Average waiting time without SEPT</th>
<th>Average waiting time with SEPT</th>
<th>Information value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed Service</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with two grades</td>
<td>$\mu_1 = 2.15$</td>
<td>$p_1 = 0.58$</td>
<td>0.5</td>
<td>0.253</td>
<td>0.503</td>
<td>0.489</td>
</tr>
<tr>
<td></td>
<td>$\mu_2 = 1.82$</td>
<td>$p_2 = 0.342$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed Service</td>
<td>$\mu_1 = 2.76$</td>
<td>$p_1 = 0.3$</td>
<td>0.5</td>
<td>0.273</td>
<td>0.523</td>
<td>0.512</td>
</tr>
<tr>
<td>with three grades</td>
<td>$\mu_2 = 2$</td>
<td>$p_2 = 0.4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\mu_3 = 1.57$</td>
<td>$p_3 = 0.3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B.3 Detailed Extensions and Future Work

This section describes details of the extensions discussed in Section 3.6.2.

1 Nonlinear service value and delay cost

Though we adopt linear functions in our model to represent service value and delay cost, these two functions may not in actuality be linear. If we generalize these definitions to permit either concavity or convexity, we are interested in two questions: whether the dominance of mixed service still holds, and if it does how this dominance compares with that under linear forms.

One critical difference between linear functions and non-linear ones is that under non-linear settings the expected service value cannot be computed through the expected service time, instead it is a function of the distribution of service time $X$, i.e. $E[G(X)] \neq G[E(X)]$. Likewise the expected delay cost depends on the distribution of average waiting time. The former difference poses only a slight problem, as using the distribution of the differentiated service time shown in (3.1), it is trivial to compute $E[G(X)]$. However, in general, the distribution of the random waiting time is intractable, so extension to nonlinear waiting cost is complex.

Therefore we focus our discussions on nonlinear service value and linear waiting cost. Under linear waiting cost, the SEPT scheduling rule maintains its optimality, and the conclusion in Corollary 1 remains true. Thus we can conclude that under this new setting mixed service can have a lower waiting cost than pure service when both have the same aggregate average service time.
We still need to compare the service value generated by both systems with the same aggregate average service time. It is not difficult to prove that for a convex service value function, the expected service value of mixed service exceeds that of pure service under the same aggregate average service time, due to the definition of convexity. Thus we know that it is more beneficial to introduce service rate differentiation under convex service value functions than under linear or concave ones.

In contrast, concave service value functions may generate both lower service value and smaller waiting cost, which complicates our analysis. We can show the existence of the dominance of mixed service over pure service through an example as shown in Table B.34, in which the service value function is \( V(X) = \sqrt{X} \) and the original job type is exponentially distributed, i.e. \( X_o \sim \exp(\mu_o) \). Table B.34 shows that the optimal mixed service with two differentiated service rates generates a higher system utility than the optimal pure service as it is shown in the row for “System utility” that 2.6434 > 2.6377. In conclusion, dominance can be extended to convex value and linear waiting costs; concave value, or nonlinear waiting costs require more study.

Table B.34: An illustration of the dominance of mixed service over pure service under a concave service value function \( V(X) = \sqrt{X} \) (Other parameters: \( \lambda = 1 \), \( u/h = 5 \), and the original job type is exponentially distributed)

<table>
<thead>
<tr>
<th>Optimal service rates</th>
<th>Pure service</th>
<th>Mixed service</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_p = 1.973 )</td>
<td>( \mu^1_p = 2.07 )</td>
<td>( \mu^2_p = 1.681 )</td>
</tr>
<tr>
<td>( p^1_m = 0.71 )</td>
<td>( p^2_m = 0.29 )</td>
<td></td>
</tr>
<tr>
<td>System utility</td>
<td>2.6337</td>
<td>2.6434</td>
</tr>
<tr>
<td>Service value</td>
<td>3.1547</td>
<td>3.1776</td>
</tr>
<tr>
<td>Delay cost</td>
<td>0.521</td>
<td>0.5342</td>
</tr>
</tbody>
</table>

2 Preemptive scheduling

In our analysis we constrain our optimal scheduling rule to be non-preemptive, but it may also be possible to adopt a preemptive scheduling rule, which is more flexible, and particularly useful when dealing with jobs with high variance. Basic queueing theory tells us that the optimal preemptive scheduling rule is always to process a job with the shortest expected remaining processing time first (SERPT) (Harchol-Balter 2013).

However, the SERPT rule is far too complicated to study in the general case. If we constrain our assumption to exponential service times and allow the possibility of resuming a preempted job instead of restarting it, we can conclude that the preemptive SERPT rule acts the same as the preemptive SEPT rule, which makes the problem tractable. With the preemptive SEPT rule, jobs that are assigned to the service
grade with higher service rate experience even greater processing priorities: when a high priority job arrives, the server, though it may be processing a job in lower priority, will immediately stop the current work and begin serving the new arrival. Thus the preemptive rule saves more average waiting time for the smaller jobs. We conjecture that the dominance of mixed service over pure service continues to hold in general under some mild conditions; we can prove that for exponentially distributed jobs, any service rate differentiation with two service grades can always generate a shorter average waiting time than pure service with the same aggregate average service time, which is summarized in the following proposition.

**Proposition 10** Under the preemptive SERPT scheduling rule, for any given arrival rate \( \lambda \) and any originally exponentially distributed jobs, a mixed service policy with two service grades can always generate a shorter average waiting time than pure service with the same aggregate average service time.

**Proof.** Proof: Because we assume mixed service has the same expected service time as pure service, the following equation holds:

\[
\frac{1}{\mu} = \frac{p_1}{\mu_1} + \frac{p_2}{\mu_2}. \tag{B.19}
\]

First we compute the average waiting time for pure service, and then for mixed service. Finally we prove the dominance of mixed service by comparing these two average waiting times.

As both \( \mu \) and \( \lambda \) are fixed, the system load \( \rho \) is also fixed as \( \rho = \lambda/\mu \). When \( K = 1 \), the service time r.v. \( X_{(1)} = X_o \), thus \( E[X_{(1)}^2] = E[X_o^2] \) and \( \rho_{(1)} = \rho \). So we have

\[
E[w]_{(1)} = \frac{\lambda E[X_o^2]}{2(1 - \rho_{(1)})} = \frac{\lambda E[X_o^2]}{2(1 - \rho)}.
\]

When \( K = 2 \), the service time random variable of the \( k \)th service grade \( X_{(2)k} \sim \frac{\mu}{\mu_k} X_o \) w.p. \( P_k \), where \( k = 1, 2 \). Thus \( E[X_{(2)k}^2] = \frac{\mu^2}{\mu_k^2} E[X_o^2] \). The definition of the average waiting time of the \( k \)th grade with the preemptive priority-based scheduling rule is (Harchol-Balter (2011)):

\[
E[w_k] = \frac{E[X_k] \sum_{i=1}^{k-1} \rho_i}{1 - \sum_{i=1}^{k-1} \rho_i} + \frac{\lambda \sum_{i=1}^{k} P_i E[X_i^2]}{2(1 - \sum_{i=1}^{k-1} \rho_i)(1 - \sum_{i=1}^{k} \rho_i)}.
\]

As we assume that \( \mu_1 > \mu_2 \), based on the algorithm of the preemptive SEPT scheduling rule, grade 1 is always served before grade 2. We have

\[
E[w_{(2)1}] = \frac{\lambda p_1 E[X_{(2)1}]}{2(1 - \rho_1)} = \frac{\lambda E[X_o^2] \mu_1^2 p_1}{2(1 - \rho_1)} \mu_1^2;
\]
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\[
E[w_{(2)}] = \frac{\rho_1 E[X_{(2)}^2]}{1 - \rho_1} + \frac{\lambda \sum_{i=1}^{2} p_i E[X_{(2)}^2_i]}{2(1 - \rho_1)(1 - \rho)} \\
= \frac{\rho_1 \mu}{1 - \rho_1 \mu_2} E[X_0] + \frac{\lambda (p_1 E[X_1^2] + p_2 E[X_2^2])}{2(1 - \rho_1)(1 - \rho)} \\
= \frac{1}{1 - \rho_1 \mu_1 \mu_2} \lambda p_1 + \frac{\lambda E[X_0^2] \mu^2}{2(1 - \rho_1)(1 - \rho)} \left( \frac{p_1}{\mu_1^2} + \frac{p_2}{\mu_2^2} \right). 
\]

Thus the average waiting time of mixed service is

\[
E[w]_{(2)} = p_1 E[w]_{(1)} + p_2 E[w]_{(2)} \\
= \frac{\lambda E[X_0^2] \mu^2}{2(1 - \rho_1) \mu_1^2} + \frac{1}{1 - \rho_1 \mu_1 \mu_2} \lambda p_1 p_2 + \frac{\lambda E[X_0^2] \mu^2 p_2}{2(1 - \rho_1)(1 - \rho)} \left( \frac{p_1}{\mu_1^2} + \frac{p_2}{\mu_2^2} \right) \\
= \frac{\lambda p_1 p_2}{(1 - \rho_1) \mu_1 \mu_2} + \frac{\lambda E[X_0^2] \mu^2}{2(1 - \rho_1)(1 - \rho)} \left( \frac{p_1^2}{\mu_1^2} + \frac{p_2^2}{\mu_2^2} \right). 
\]

Now we compute \(\frac{E[w]_{(2)}}{E[w]_{(1)}}\) to compare the two variables \(E[w]_{(1)}\) and \(E[w]_{(2)}\).

\[
\frac{E[w]_{(2)}]}{E[w]_{(1)}} = \frac{\lambda p_1 p_2}{(1 - \rho_1) \mu_1 \mu_2} + \frac{\lambda E[X_0^2] \mu^2}{2(1 - \rho_1)(1 - \rho)} \left( \frac{p_1^2}{\mu_1^2} + \frac{p_1 p_2}{\mu_1^2} + \frac{p_2^2}{\mu_2^2} \right) \\
= \frac{2 \rho_1 p_2 (1 - \rho)}{(1 - \rho_1) \mu_1 \mu_2 E[X_0^2]} + \frac{\rho^2}{1 - \rho_1} \left( \frac{p_1^2}{\mu_1^2} + \frac{p_2^2}{\mu_2^2} \right). \quad \text{(B.20)}
\]

Expression (B.20) contains the metrics of the jobs’ original distribution, meaning that such a characteristic makes sense for our final result. For convenience, here we evaluate a specific example of the exponential distribution to check whether \((B.20) < 1\) holds. With an exponential distribution, we have \(E[X_0^2] = \frac{2}{\mu^2}\).
Substituting the second moment into (B.20), we have:

\[(B.20) - 1 = \frac{\mu^2 p_1 p_2 (1 - \rho)}{(1 - \rho_1) \mu_1 \mu_2} + \frac{\mu^2}{1 - \rho_1} \left( \frac{p_1}{\mu_1} (1 - p_1 \rho) + \frac{p_2^2}{\mu_2^2} \right) - 1\]

\[= \frac{\mu^2}{1 - \rho_1} \left( \frac{p_1 p_2}{\mu_1 \mu_2} - \frac{p_1 p_2}{\mu_1 \mu_2} \rho + \frac{p_1}{\mu_1} - \frac{p_1^2}{\mu_1} \rho + \frac{p_2^2}{\mu_2^2} \right) - 1\]

\[= \frac{\mu^2}{1 - \rho_1} \left( \frac{p_2}{\mu_2} \left( \frac{p_1}{\mu_1} + \frac{p_2}{\mu_2} \right) - \frac{p_1 \rho}{\mu_1} \left( \frac{p_2}{\mu_2} + \frac{p_1}{\mu_1} \right) + \frac{p_1}{\mu_1} \right) - 1\]

\[= \frac{\mu^2}{1 - \rho_1} \left( \frac{p_2}{\mu_2} \left( \frac{1}{\mu} - \frac{1}{\mu_1} \right) - \frac{1}{\mu} - \frac{1}{\mu_1} \right)\]

\[= \frac{1}{1 - \rho_1} \left( \frac{1}{\mu_1} - \frac{p_1}{\mu_1} - \frac{p_2^2}{\mu_2} \right)\]

\[= \frac{1}{1 - \rho_1} \left( \frac{p_1^2}{\mu_1} \left( \frac{1}{\mu_1} - \frac{1}{\mu_2} \right) \right)\]

The above equation \((B.21) < 0\) always holds as \(\frac{1}{1 - \rho_1} \frac{p_1 p_2^2}{\mu_1} > 0\) and \(\mu_1 > \mu_2 > 0\). This shows that with a preemptive scheduling rule, service rate differentiation *always* benefits the system if the original distribution is exponential. ■

However, due to the difficulty in characterizing the average waiting time under a preemptive priority-based scheduling rule, the general condition for the dominance of mixed service is extremely complicated to derive. But it would be worthwhile to check the optimal conditions for other specific distributions.

### 3 Dynamic policy

In the main body of the paper, we propose a static service rate control rule, in which multiple service rates are determined and assigned to jobs independent of system state. It is also interesting to consider a dynamic policy, which adjusts the service rate according to system state. Different from static service differentiation that can be analyzed for an arbitrary service distribution, a dynamic policy is tractable only for exponential service times, based on which a Markov Chain or Markov Decision Process can be formulated. Then a dynamic policy can be derived based on the current system state.

There are two kinds of dynamic policies: the service rate is either dynamically determined from a
continuum of choices, or it is chosen from a pre-determined menu of service rates (referred to as “dynamic allocation”). We will discuss the two models separately.

When service rates are dynamically determined, the policy is equivalent to a pure state-dependent service rate control policy, which has been extensively studied in prior research (see Stidham and Weber 1989, George and Harrison 2001, Hopp et al. 2007.) The basic methodology is to formulate the problem as an MDP and to derive the optimal service rates as a function of system state and/or other parameters. Interested readers are referred to Hopp et al. 2007 for more details.

Under dynamic allocation, each time a new job starts, the server chooses a service rate from a set of candidate rates based on the current system state. In this case it can be proved that the optimal policy is a threshold policy that assigns service rates based on queue length: The longer the queue, the faster the service rate allocated. (This is similar to the TP control proposed by Armony and Gurvich, 2010.) Based on this structure, we can model a continuous time Markov process that includes two states: the number of customers in system and the number of customers in system when the current service starts, the latter determining the service rate of the job in service. We can solve for the stationary distribution of the process and then the steady-state average waiting time and service time. Though it is too complicated to derive the

Figure B.31: How $R_V$, coefficient of variation of service time, service value and average waiting cost change with $u/h$ under static and dynamic allocation rule, respectively
closed-form of the optimal threshold, we numerically compute the optimal dynamic policy of a two-grade system and demonstrate the benefits of the dynamic allocation rule by comparing it with a static one; facing the same arrival rate and the same vector of service rates, each system chooses its own optimal allocation rules. In Figure B.31 we compare metrics including dominance index $R_V$, coefficient of variation of the optimal service time, service value and average waiting cost under different settings of $u/h$. The upper two plots in Figure B.31 suggests that a dynamic allocation rule introduces more service time variability and generates up to 18% more system value. The two graphs at the bottom demonstrate the ratio of service value and waiting cost under the dynamic rule to these of pure service, respectively. We can see that both ratios have phase changes with respect to the value of $u/h$. 
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